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Abstract 
In this paper, we analyze the efficacy linguistic features in social media review to detecting the sentiment of any message. To 

calculate the sentiment polarity, we use a machine-learning method that applies text-categorization techniques to word vector of 

text in the document. We estimate the advantage of not discarding expressions of the informal and creative language used in 

micro blogging. The new features in this paper are the pre-classified data source which increase the calculation accuracy. 
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1. INTRODUCTION 

In the last few years a digital revolution is taking place 

which is having a radical impact on today's communication 

and society.With the emergence of the World Wide Web 

and the exponential growth of Web 2.0 sites and 

applications that make communication and collaboration 

between people easier, the way of behaving and relating in 

one's social life and more generally, in society has changed 

drastically. 

 

People express their opinions, points of view, feelings on 

social networks, on blogs, through reviews and find it more 

convenient to ask and give advice and opinions online on all 

topics: politics, medicine and health, news, gossip, products 

and events art. This huge amount of information has offered 

the opportunity to develop theories and technologies for 

automatic processing of natural language on a quantity of 

data never seen before. 

 

The developed system derives from a supervised learning 

process based on a Support Vector Machine (SVM) 

classifier. The algorithm developed extracts, for each 

review, a vector of syntactic features, semantics and polarity 

that, appropriately administered to an SVM classifier, make 

it possible to construct a general model for sentiment 

analysis. 

 

2. AUTOMATIC LEARNING APPROACH 

The approaches based on machine learning rely on artificial 

intelligence algorithms to solve the problems of sentiment 

analysis. Generally, these algorithms take a set of examples 

(training sets) as input and output a general model for the 

classification[1]. 

 

From any text, the extraction of the features is the process of 

extrapolation of its characteristics and salient properties [2]. 

These properties must represent the basic characteristics of 

the text but their extraction isn’t immediate: at the same 

time, they should discriminate and describe the original text 

as much as possible and reduce the large size of the source 

data and avoid redundancy[3]. The most used features in the 

literature are[4]: 

Words, Identification of unigrams, bigrammes, n-grams of 

words in the document; 

Parts of speech, adjectives, adverbs, nouns, verbs usually 

recognized through POS-tagging. The parts of the discourse 

are used to partially disambiguate the sense of the terms and 

for identifying adjectives and adverbs which are usually 

excellent indicators of the semantic orientation; 

Syntax, recognition of syntactic combinations, usually 

obtained through parsers and syntactic structures in 

dependencies.[5] Some studies have shown that algorithms 

with syntactic features and algorithms with n-gram-based 

features provide similar results[6]; 

Opinion word, recognition of words that, by themselves, 

express a clear opinion; 

Denial, negations that usually reverse opinions expressed; 

Once the features have been extracted it is necessary to 

calculate their "weight" within the document [7]. One 

approach is based on presence: "0" if the feature does not 

appear and "1" if the feature appears in the document. Other 

approaches, usually used for word features, are those based 

on term frequency and inverse document frequency [5][8]. 

In general, in the information retrieval and in the 

classification of texts, it is preferable to weigh these features 

using the term frequency in order to obtain better results [9]. 

It has been shown that in sentiment analysis it is preferable 

to assign a value to the features based on presence / absence 

rather than on the term frequency. 

 

3. THE SVM CLASSIFIER 

The system realizes a classification based on a Support 

Vector Machines algorithm. 
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The planning and development work of the system has 

provided for the following activities [10]: 

1) Definition of the characteristics to be extracted from the 

reviews. 

2) Implementation of an automatic rating classification 

algorithm. 

- Pre-processing of review; 

- syntactic analysis; 

- construction of a tree of syntactic addictions; 

- lexical labeling and polarity calculation of each 

word of the review; 

- extraction of lexical, morphosyntactic and 

dependent features fromlexicon; 

- training; 

- test. 

 

 
Fig 1: Linear SVM with support vectors and maximum 

distance between two classes. 

 

To allow machine learning and the construction of a general 

model for classification, each review must be transformed 

into a vector of meaningful features to be supplied to the 

SVM algorithm as classes [11][12]: 

- lexical features; 

- morphosyntactic features; 

- features dependent on the lexicon. 

 

Lexical Features 

Average length: number of blocks of at most 5 words in the 

review [AVG_LENGTH] 

N-grammes of words: presence or absence of a sequence of 

consecutive words in the review [NG_TOKEN] 

N-grammes of terms: presence or absence of a sequence of 

consecutive terms in the review [NG_LEMMA] 

Punctuation: presence or absence of a "?" or a "!" at the end 

of the review [FINISH _PUNCT] 

Emoticon: presence or absence of one or more positive 

emoticons [S_EMO_P] or negative [S_EMO_N] in the 

review [13] 

 

Morphosyntactic Features 

N-grams of parts of the speech: presence or absence of a 

sequence of consecutive parts of the speech in the review, 

corresponding to the main syntactic categories (noun, verb, 

adjective, adverb) [NG_POS] 

 

Distribution of parts of the speech: percentage of 

distribution of names [P_DISTR_NOUN], adjectives 

[P_DISTR_ADJ], adverbs [P_DISTR_ADV] and numbers 

[P_DISTR_NUM] within the review. 

 

Feature Dependent on the Lexicon 

N-grams of opinion words: for each n-gram of consecutive 

lemma present in the review, the polarity of each of them is 

checked by extracting it, where present, from the lexicon. 

[NG_S]. 

 

Intensifiers: presence or absence of words that increase or 

decrease the polarity score of other words in the review. The 

information is obtained, where present, from the lexicon. 

[HAS_INTENS]. 

 

Negators: presence or absence of words that reverse the 

polarity score of one or more words in the review. The 

information is obtained, where present, from the lexicon 

[HAS_N]. 

 

Polarity modifiers: for every lemma of the tweet the 

presence of intensifiers or negators occurs, through the tree 

of syntactic dependencies, which change the value of 

polarity. In this case, the value of the feature was obtained 

by concatenating the intensifier / negator and the polarity of 

the lemma [14]. [S_WITH_MOD]. 

 

PMI: for each unigram, bigram, trigram and quadrigram of 

words in the review, a score is obtained, obtained by 

summing the polarities of the single terms present in the n-

gram. For each n-gram we consider only the minimum value 

and the approximate maximum value to the nearest whole 

[PMI]. 

 

Polarity distribution: this feature calculates the percentage 

of positive words [S_DISTR_P] and negative [S_DISTR_N] 

in the review. Each value is rounded to the nearest multiple 

of 5. 

 

More frequent polarity: this feature indicates the most 

frequent polarity between the lemmas present in the review, 

positive [S_MAJ_P] or negative [S_MAJ_N]. 

 

More frequent polarity in sections: divided the review into 

three equal parts, this feature indicates the most frequent 

polarity in each of the three parts using the polarity of the 

lemmas present in the lexicon. [S_POS_PRES]. 

 

Score by lexicon: is the score obtained by summing the 

individual a priori polarities indicated in the lexicon of all 

the words present in the review. [SCORE]. 
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4. RESULTS 

At the end of the classification process, for each class it’s 

possible to group the texts as follows: 

TP (true positive, true positive) number of documents/texts 

correctly inserted in the class; 

FP (false positive, false positive) number of documents/texts 

incorrectly entered in the class; 

FN (false negative, false negative) number of 

documents/texts incorrectly not inserted under class c; 

TN (true negative, true negatives) number of 

documents/texts correctly not included in class c. 

 

 
Fig 2: Diagram for the definition of evaluation metrics 

 

These metrics are calculated as follows: 

 

𝒂𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =  
𝒕𝒑 + 𝒕𝒏

𝒕𝒑 + 𝒇𝒑 + 𝒇𝒏 + 𝒕𝒏
 

 

𝒑𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 =  
𝒕𝒑

𝒕𝒑 + 𝒇𝒑
 

 

𝒓𝒆𝒄𝒂𝒍𝒍 =  
𝒕𝒑

𝒕𝒑 + 𝒇𝒏
 

 

𝒔𝒄𝒐𝒓𝒆 =  
𝟐 ∗ 𝒑𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 ∗ 𝒓𝒆𝒄𝒂𝒍𝒍

𝒑𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 + 𝒓𝒆𝒄𝒂𝒍𝒍
 

 

Each of them allows to measure different aspects of the 

classification [15]. 

Accuracy: measure the percentage of correctly classified 

documents / texts. 

Precision: measure the correctness of the classifier in terms 

of percentage of documents / texts correctly labeled in a 

certain class compared to the total number of documents 

labeled in that class. 

Recall: measures the completeness of the classifier in terms 

of the percentage of documents / texts correctly labeled in a 

class with respect to the total number of documents that 

should have been classed in that class. 

Score: it is the geometric mean between precision and recall 

and allows to have a good measure of correctness and total 

completeness of the classifier [16]. 

 

 

 
Chart -1: Trend of metrics in relation to the number of 

review used for training set 

 

The chart shows the trend of the relative metrics in relation 

to the number of reviews used for training set. 

 

5. CONCLUSION 

Based on the usually subjective nature of classification 

problems, the evaluation of the text class performance was 

carried out experimentally, measuring its ability to make 

correct decisions during the grading process. 

 

Our experiments on the sentiment analysis on social media 

review show that the characteristics of a part of the speech 

can be useful for the analysis of sentiment in the 

microblogging domain. 

 

Despite the more than good results obtained, the classifier 

described in this document can be greatly improved by 

refining and refining the tools used, enriching them with 

other techniques and new approaches. 

 

Further improvements of the results of the classification can 

be obtained by preceding the sentiment polarity classes with 

a subjectivity classification process in order to identify texts 

that present only facts from those that express sentiments 

and opinions. it is also possible to consider adding some 

irony detection techniques in order to recognize and classify 

the ironic tweets or those using metaphors more accurately. 

 

A very interesting experiment is the realization of a mixed 

systemto carry out a polarity classification of texts by 

exploiting and combining the results of both the lexicon-

based approach and the one based on stochastic / statistical 

automatic learning. 
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