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Abstract 
Up’s and Down’s in share market are always unpredictable. Commercial banks offer their customers market predictions based on 

the sentiment and market news of the given day. These predictions are relevant for a short period of time. Commercial banks cater 

to a large demography hence they have to limit their prediction services. Investment banks have used predictive models which use 

past market data to predict stock prices and market indexes. Common people cannot afford the services provided by the 

investment bank. Candlestick is widely used in the trading community for analysis. But candlestick chart looks different for 

various time frames and they make it difficult to manage risks. The proposed system aims at helping traders make sound financial 

decisions. It simulates trading thereby helping new users understand the application.It will be of assistance to beginners so that 

they can learn how to trade without losing any capital. The system uses machine learning techniques and also lets the user view 

sentiment about the stock in real time. Both mathematical predictions and sentiments are used as parameters for making a 

financial decision. The proposed system is able to achieve prediction accuracy of up to 95%[1]. 
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1. INTRODUCTION 

From the past decade machine learning techniques are 

applied in wide range of domains like Communication, 

Finance and Electronics. Algorithms used for developing 

Recommendation systems, Predictive models and Natural 

Language Processing tools are implemented using machine 

learning. Stock Prediction using machine learning 

approaches makes it possible to process data at a large scale 

with greater speed. Using these techniques, models can be 

built that are trained on past market data to predict future 

stock prices. Therefore Predictive models can predict stock 

prices for longer period of time. Data consisting of stock 

prices of more than 10 years can train the model to predict 

stock prices for upcoming 30 to 35 days. The performance 

of the stock over a small period of time can mainly be 

determined by the sentiment or the public opinion about that 

stock in the trading community. Both the sentiment and the 

mathematical prediction can be used to estimate the 

performance of the stock over short term and long term 

respectively[2]. 

 

1.1 Environmental Setup 

1) Data Source: In order to undertake the experiments and 

evaluate the results from the experiments, NASDAQ index 

was selected as our research domain. The Apple stock 

(AAPL) was selected to analyze the results and make 

predictions. The historical data from the year 2004 till date 

was selected as the dataset. 80% of data was used for 

training and the remaining for testing. The original dataset 

contains 6 attributes: Date, Open, High, Close, Adj Close 

and Volume. The goal was to predict the Closing price of 

Apple stock (AAPL) for next 35 days[3]. 

 

 
Fig 1: The above figure shows the format of  historical data 

selected for Apple stock(AAPL). 

 

2) Technology Stack: The python library scikit-learn is 

used for model selection, matplotlib for data visualization, 

Django web framework is used for developing the web 

application, NumPya python library is used to handle large 

collection of dataset since data from the year 2004 till 

present is used and another python library beautiful soup is 

used for scrapping financial news website and displaying 

relevant news related to stock market. 
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2. SYSTEM OVERVIEW 

2.1 Client Side Perspective 

 
Fig 2: A flowchart of Client Side Perspective 

 

2.1.1 Log in/Register 

The user has to register on the web app or log in if he/she a 

registered user. 

 

2.1.2 Add Company to Portfolio 

Once the user has registered he/she can add companies to 

his portfolio. When the user clicks on the add button, the 

company is assigned to the user’s profile. The user can now 

visit the dashboard of the company. 

 

 

 

 

 

 

 

 

 
Fig 3: List of companies the user can add to his portfolio. 

 

2.1.3 Visit Company Dashboard 
Once the company has been added to the user’s profile the 

user can visit the dashboard of the company from the profile 

summary page. The dashboard of the company displays the 

prediction graph of coming weeks, live price of that stock, 

predicted closing price for the next day and twitter feed of 

that company. The dashboard has a form so that the user can 

buy stocks of that company by entering the amount of stocks 

user wants to buy at the live price displayed. 
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Fig 4: The dashboard displaying the prediction graph, user transaction and twitter feeds for specific company 
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2.1.4 Check Predictions and Twitter Feed 

The user can use the graph of the prediction and twitter feed 

as indicators for making a transaction. If the indicator are 

positive the user can buy more stocks of the given company 

if not then he can sell the stocks. 

 

 
Fig 5: The predicted graph for the company Microsoft Corp. 

 

 
Fig 6: The twitter feeds for the company Microsoft Corp. 

 

2.1.5 Make Transaction 

The transaction can be at the price displayed on the 

dashboard once the user enters the amount of stocks he/she 

would like to buy/sell. The user gets a confirmation after the 

transaction is processed. The data about the transaction is 

reflected in the transaction history. 

 

Fig 7: The dashboard displaying ongoing user’s transaction. 

 

2.1.6 Check Transaction History in Profile 

Summary 

The profile summary reflects statistics considering the 

recently processed transaction. The user can further view 

Transaction History by clicking on the check history button. 

 

 
Fig 8: The transaction history of the user currently logged 

in. 
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2.2 Server Side Perspective 

 
Fig 9: A flowchart of Server Side Perspective. 

 

2.2.1 Take Input Company Name from User 

The system takes input from the user as to which company 

the registered user is interested in. The user can visit the 

dashboard of the company after adding it to its profile. 

 

2.2.2 Algorithm Trains itself on Past Data 

The system trains itself on the past data of the company 

identifies patterns to predict prices for coming weeks. The 

system runs Support Vector Regression on the company’s 

data. The past data constitutes of opening price, closing 

price, highest price, lowest price of the day for the last 

decade. 

 

2.2.3 Predicts Closing Prices of Coming Weeks 

Based on the analysis of the past data of the company the 

algorithm predicts closing prices of the stock for coming 

weeks. The array of the closing prices is visualized on a 

graph. The graph helps the user understand the trend stock 

will follow. 

 

2.2.4 Tweets about the Company 

The twitter feed is significant to estimate the sentiment 

about the stock in the trading community. To analyse the 

sentiment the system queries the name of the stock on 

twitter using Tweepy library in python. Tweepy returns 

bunch of tweets in real time for the user to see. The 

sentiment behind the tweet can be analysed using TextBlob. 

The library returns polarity of the tweet. If the polarity of is 

more than 0 then the sentiment is positive else the the 

sentiment is negative. The polarity is shown along with the 

tweet. 

 

2.2.5 Data Displayed on Dashboard 

All the data is shown on the dashboard. The dashboard is 

designed based on the guidelines of Material Design. The 

web pages are developed in MDBootstrap. The UI is simple 

and easy on the eye. The dashboard has prediction graph at 

the top followed by dialog box to make a transaction and 

information of the company like live price and predicted 

closing price for the next day. At the end the twitter feed of 

the company is displayed. 

 

3. ALGORITHM 

Our system uses support vector regression technique to 

predict future stock price for specific company. The goal is 

to use SVR model to predict the stock price of next 30 days 

considering historical data from the year 2004 till date. This 

dataset consists of Date, Open, High, Low, Close and 

Volume of each stock. It will help us predict the stock price 

movement for the next 30 days. We conducted a survey on 

stock prediction using various machine learning models and 

found that the best results were obtained with Support 

Vector Regression. Our proposed Systemis able to achieve 

prediction accuracy ofupto 95%. 

 

3.1 Support Vector Machine 

Support Vector Machines are the best binary classifiers. It 

creates a hyperplane which separates the data points on both 

sides of the decision boundary to correctly classify the 

dataset. The equation of the hyper plane is given as: 

 

𝛽0 + 𝛽1𝑋1 + ⋯ + 𝛽𝑛𝑋𝑛 = 𝛽0 +  𝛽𝑖𝑋𝑖

𝑛

𝑖=1

= 0 

 

The data points are known as the support vectors and the 

hyperplane is called as the Support Vector Classfier (SVC). 

We have used the python’s scikit-learn implementation of 

the SVM.SVM has two major applications, classification 

and regression. The main characteristics of Support Vector 

Regression (SVR) is that it tries to minimize the generalized 

error bound so as to achieve generalized performance[4]. It 

consists of 3 kernel functions which are given below: 

 

Linear Kernel: K(X, Y) = X
T 

Y 

Polynomial Kernel: K(X, Y) = ( ℽ . X
T 

Y + 𝑟 )
d
 , ℽ > 0 

Radial Basis Function (RBF):  K(X, Y) = exp(|| X-Y ||
2
/2σ

2
 ) 

Here𝑟, ℽ, σ  are kernel parameters. 

 

Mathematically it can be described as follows: 

 

The training set is given as T {(x1,y1), (x2 , y2 ) ħ, (xl, yl)}, 

Where R . Let us consider that the training data set is based 

on a distribution of the selected xi∈R
n
, yi∈ R independent 

and identically distributed sample points. The final real 

function 𝑓 (x) , so as y = 𝑓 (x) to infer the value of a 

corresponding input xi ∈R
n
, and make the expected risk on 

the training set y∈R .And on the training set makes the 

expected risk 



IJRET: International Journal of Research in Engineering and Technology        eISSN: 2319-1163 | pISSN: 2321-7308 

https://doi.org/10.15623/ijret.2018.0704009                     Received: 10-02-2018, Accepted: 24-03-2018, Published: 14-04-2018 

 

_______________________________________________________________________________________ 

Volume: 07 Issue: 04 | Apr-2018, Available @ www.ijret.org                                                                                            57 

R(f ) =∫c(x, y, 𝑓 )dP(x, y) 

 

Steps: 

1. The training dataset is given as T = {(x , y ), i1,2, , l} 

2. Select the appropriate kernel function and set the 

positive parameters of e and C. 

3. Construct the optimization problem and find the 

optimal solution which is given as 

 

ɑ  ∗ =  ɑ 1, ɑ 1
∗, ħ, ɑ 1, ɑ 1

∗ 𝑇  

 

4. Construct the function regression estimates: 

𝑓  𝑥 =   ɑ 𝑖
∗ − ɑ 𝑖 𝐾 𝑥, 𝑥𝑖 + 𝑏 

𝑙

𝑖=1

 

Which 𝑏  calculated by the following formula in the 

range of (0,C) choice 𝑎 j  or 𝑎 k
*
, if elected to that 𝑎 j  , the 

 

𝑏 = 𝑦𝑗 −   ɑ 𝑖
∗ − ɑ 𝑖 

𝑙

𝑖=1

 𝐾 𝑥, 𝑥𝑖 + 𝜀 

 

If the election to that ɑ *
, the[5] 

 

𝑏 = 𝑦𝑗 −   ɑ 𝑖
∗ − ɑ 𝑖 

𝑙

𝑖=1

 𝑥, 𝑥𝑖 − 

 

3.2 Prediction Graph 

 
Fig 10: The graph above shows the comparison between the 

actual value and predicted value for AAPL stock. 

The above graph is for the time span of 35 days for both 

actual and predicted price. For the most part, the graph of 

actual values and predicted values are overlapping. After 20 

days the predicted and actual value is 178 and after 35 days 

the predicted and actual value is 171. In comparison to other 

algorithms support vector regression produces accurate 

results. 

 

4. RESULTS & CONCLUSION 

Table 1: Actual Versus Predicted Values 

 Support Vector Regression 

Days Actual Predicted Accuracy 

% 

5 154.8 162.7 94.6% 

10 159.0 164.6 96.4% 

15 176.8 170.2 96.2% 

20 170.8 177.7 96.1% 

25 185.5 178.6 96.28% 

30 168.2 175.2 95.83% 

 

The above table gives the actual versus predicted values for 

the Apple stock (AAPL) for the upcoming 30 days. The 

results from Table I shows that Support Vector Regression 

is giving approximately 95 % of accuracy. 
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