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Abstract 
In modern days there are lots of improvements on digital cameras and their capability. But it may struggle while capturing videos 

under low lighting conditions. Night video enhancement is important for meet those limitations and for getting visual pleasing 

videos and there by making easier for video analysis and object detection and tracking. There are different low light video 

enhancement approaches that are either self enhancement or fusion based enhancement. This paper focuses on fusion based 

enhancement includes background model creation, object detection and its enhancement. It creates much more visual perception 

for the video in terms of the overall lighting such as static illumination, color maintanance and object tracking. Experimental 

results and quality metrics are analyzed to show the effectiveness of the algorithm 

 

--------------------------------------------------------------------***----------------------------------------------------------------------

1. INTRODUCTION 

Night video enhancement is important for different 

applications where digital video is acquired, processed and 

used, such as surveillance systems, facility protection, 

monitor operations, public safety , traffic monitoring etc. 

The videos that are captured under low lighting condition 

are difficult for analysis due to less illumination and higher 

noise that results challenging problem towards night video 

enhancement. 

 

Video enhancement can be classified as self enhancement 

and fusion based enhancement [1-2]. Fusion based 

enhancement gives better result as compared with self 

enhancement since the darker part or lost information cannot 

able reconstruct so that fusing day reference image solve the 

problem, also it eases the location recognition that are 

important for different application. 

 

The main methods for processing Video can be categorized 

as: spatial-based domain video enhancement, such as 

histogram equalization (HE), power-law transformation, or 

tone mapping, and transform-based domain video 

enhancement which are based on spectral component of an 

image. Using either of these method may results in highly 

noisy videos, improper illumination and contrast of the 

images, false colour distribution and loss of static 

illumination like traffic light, building etc. 

 

There are different methods for night video enhancement [3-

8] to produced improved results. Denighting [3] used retinex 

theory that produces illumination and reflectance 

component, illumination component is enhanced through the 

day time image. Finally the image is reconstructed by 

reflectance component and colour component. But in [3] it 

may results in unusual artifacts, improper lighting like static 

illumination is not maintained like traffic light, for example 

if the background of traffic light is sky, then fusing with day 

image with white sky results in no traffic lights. Objects that 

are having problems, due to foreground is mixed with the 

background. Li et al. [4] proposed illumination and fusion 

based enhancement which extracted meaningful context or 

the highly illuminated area and moving object region 

segmented out and fused with day reference image. But it 

results in object segmentation which is not an impressive 

one. Day color transfer method [5] uses day color transfer 

based scheme that maintain lighting of the night image but 

lack the enhancement of objects that are appeared in the 

video. Jiang et al. [6] self enhancement method that is focus 

on histogram based contrast enhancement and moving 

objects region enhancement but it is not suitable when 

require high degree of brightness preservation and lost 

details of more darker areas. Most of the papers are based on 

retinex theory in which an image can be represented as the 

product of illuminance and reflectance component. Retinex 

theory having lot of advantages and is more simple for use. 

But it may washed out the overall image in terms of 

illumiantion. 

 

Fig -1:Input night video Fig -2:Result of Proposed 

framemethod 

 

The above mentioned problems are solved, by considering 

the fact that all the lights that are appeared on the night time 

like street lights, lights from building, etc. are maintained on 

the enhanced result by the use of the most visible part of the 

input night image and there by creating a background model 

creation and also proper object detection. Here firstly the 

background model is created that maintain all the lighting 

conditions and proper colour maintenance for each video 

frames. Secondly the object detection has been done and 

enhance the objects and fuse with the background model 

that is created. 



IJRET: International Journal of Research in Engineering and Technology        eISSN: 2319-1163 | pISSN: 2321-7308 

 

_______________________________________________________________________________________ 

Volume: 05 Special Issue: 19 | NCDS-2016 | Oct-2016, Available @ https://www.esatjournals.org/ijret                       12 

The paper is organized as follows. Section 2 presents the 

proposed system. Section 3 describes the experimental 

results and performance evaluation of our methods. 

Conclusion is described in section 4. 

 

2. THE PROPOSED SYSTEM 

The proposed methodology organized as two step process. 

Firstly the background model is created by using the input 

frame and the day image.In which the most visible part of 

the input image retained such that it gives a perfect 

illumination for the output background model image. 

Secondly the background image of the night input sequences 

is estimated in order to apply for background subtraction 

algorithm. The objects are detected using background 

subtraction method. Finally the objects that are detected are 

enhanced further for better visual perception. 

 

2.1 Background Estimation From The Night Input 

Video 

The background image is estimated from the night input 

video for further processing in which each frames are taken 

and foreground are removed and done simple maximum for 

combining all the remaining still background. 

 

NI(x,y) be the input frames from the video input, then mask 

NB(x,y) can be computed as follows: 

 

Mask NB(x,y)=





otherwiseyxNI

ectedforegroundif

),(

det0

 
 

Then do simple maximum for fusing each mask obtained 

from the image sequences. 

 

2.2Background Model Image Creation By Using 

Day Image 

In order to maintain all the static illumination, lighting and 

colour maintenance, made a simple method in which the 

most visible part of the image is retained and used with day 

image for the creation of the background model image. It 

follows as: 

 

1).The image from video sequence is taken and split the 

image into two components that is based on the mean value 

of the image-the most visible component and remaining part 

of the input image. If the mean value is lower put a lower 

threshold to get most visible part else put a higher threshold 

value. 

 

2).Pixel wise subtraction is done for the day image and the 

night input frames, the resultant will become the more 

illuminated area present in day image as compared with 

night input image. 

 

3).In order to maintain all the static illumination, limit the 

more brighter area of resultant image (2) based appropriate 

threshold value. 

4).The above result (3) is fused with input image NI(x,y) the 

following for getting all the illumination. 

 

),(*)1(),(* yxNIyxDIBMI P  
 

 

Here is taken as .65 for getting more illumination from the 

day image. 

 

5).The most visible part from (1) is then fuse to the above 

result to get BMI(x,y). 

 

2.3Object detection based on background image 

Object detection involves frames from the video sequences 

are taken and converted to gray scale images and then 

applied 

 

Fig -3: Proposed System Architecture 

 

guassian filtering for removing much illuminated areas so 

that it will ease object detection. 

 

The objects that are appeared on the frames are detected 

using background subtraction algorithm. Background 

subtraction algorithm [11] has to modified for images with 

low lighting conditions. So that different threshold has to 

apply on the same image. 
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Object detection is as organised as firstly enhance the 

images frames by contrast enhancement based on advanced 

histogram equalization, then apply object detection 

algorithm on it. 

 

1).Apply Contrast enhancement for the input images and 

background image that estimated: 

Bi-histogram equalization based on pixel based 

information[10] is used for contrast enhancement which 

gives better result as compared with BBHE. 

The main steps as follows: 

Consider an image I(x, y) of N with gray level [0, L-1]. 

Evaluate the distribution of details by using canny edge 

detection technique. In which an edge detected image E(x, 

y) is obtained from the original image I(x, y)such that E(x, 

y) is zero (0) in areas of constant gray level and is one (1) 

where there is change in gray levels. Form D(x, y) by pixels 

from I(x, y) which are responsible to give the value of one in 

binary edge detected image E(x, y). Detect the pixel (M) of 

maximum occurrence from D(x, y). 

Now divide the original image into two sub-images (I L and 

I U) based on the value of M (pixel of maximum probability 

in D(x, y). 

 



 

otherwiseyxIU

MyxIifyxIL

),(
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Calculate the cumulative distribution function (CDF) of 

each sub-image. Equalize the sub-images independently 

based on their respective histograms using classical HE 

technique. 

 

2) Perform denoising using NLM algorithm in order to 

smooth out noise that may present in the result of contrast 

enhancement of the input image. 

 

3)Object detection based on background subtraction method 

by using [11],which is modified for the low lighting 

conditions as follows: 

 

Applying different threshold based on following conditions: 

1.If NI(x,y)  <  NB(x,y) 

Mask M(x,y)=










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otherwise

TNINB

TNINB

0

2||
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2. If NI(x,y) < fT  

Mask M(x,y)=



 

otherwise

TNINB

0

1||1

 
 

The threshold values Tf, T1 and T2 are determined 

empirically in order to have better result. 

From the above binary result, apply background subtraction 

algorithm [6], Let w(x,y) be the mask 3 3 matrix with all 

elements values are 1, and M(x,y) be the binary matrix from 

the above method.  

Convolution of mask w(x,y) with M(x,y) that gives Ob(x,y) 

as: 

Ob(x,y)=


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




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otherwise
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After applying convolution, it will smooth out noise and fill 

small holes. Then median filtering, morphological closing 

and morphological opening are applied for getting better 

object shapes. 

 

4)Segment the object from the input frames NI(x,y),such 

that 

Obdet=









otherwiseyxNI

yxObifyxNI
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1),(),(*




 

  is taken as 1. 

5) Enhancement of the dark region of the detected objects:  

After object segmentation enhance the dark region of the 

object using gamma correction with gamma value as 1.2. 

Obenh=

/1

det

255

Ob
*255 








 

 

2.4. Final Fusion For Enhanced Image 

The enhanced object is fused with the background model 

image that are created as follows, Refindefined as 
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After final fusion of each background model image and the 

enhanced object, combine each enhanced frames Ref in to get 

final enhanced video output. 

 

3. EXPERIMENTAL RESULTS 

The proposed system implemented in OpenCV and tested 

with the PRBuilding dataset [7], and Fig-9 shows the 

experimental results of our method as compared with other 

methods and tested through performance parameters in 

Table-1. Fig-4 shows frame from the input video sequences. 

Fig-5 and Fig-6 shows the enhanced result through 

traditionalcontrast enhancement using tone mapping and 

global histogram equalization. Some of the related papers 

denighting [3] and day colour transfer based approach [5] 

are also implemented and is shown in the Fig-7 and Fig-8. 

The result of proposed method are also compared with these 

method and is tabulated in Table-1 

 

It shows the proposed system perform well as compared 

with the denighting and colour transfer based approach. 

 

In order to demonstrate the performance of the method, used 

different quality parameter such as: 



IJRET: International Journal of Research in Engineering and Technology        eISSN: 2319-1163 | pISSN: 2321-7308 

 

_______________________________________________________________________________________ 

Volume: 05 Special Issue: 19 | NCDS-2016 | Oct-2016, Available @ https://www.esatjournals.org/ijret                       14 

Absolute mean brightness error(AMBE) [12] which is the 

absolute difference between the mean value of the input 

image and mean value of the output image. 

 

Peak signal to noise ratio(PSNR) [9] is the ratio of 

maximum power of the image to the noise of the image 

which measures how noisy an image. 

 

Structural quality(SSIM) [13] measures the similarity 

between two images. 

 

Table shows proposed method performs well as compared 

with method in [3] and [5]. 

 

The below Fig-4 is the input night frame and Fig-5 and Fig- 

6 shows the result of traditional enhancement method by 

tone mapping and histogram equalization. 

 

 
Fig -4: Input night frame161 

 

 
Fig-5: Tone mapped Fig-6:Histogram 

result                                          equalization 

 

The following Fig-7, Fig-8 shows result of denighting [3] 

and day color transfer based method [5] and Fig-9 shows the 

result of proposed method. 

 

 
Fig-7:Denighting method       Fig-8:Day color transfer 

 

 
Fig-9:Proposed method 

Table-1 shows the overall comparison of denighting 

method, day color transfer based method and proposed 

method based on different quality parameters. 

 

Table-1 Quality Assessment Results 

METHODS AMBE PSNR SSIM 

Denighting [1] 62 31.28 .59 

Color transfer [2] 93 33.56 .56 

Proposedsystem 53 48.96 .70 

 

The table shows performance evaluation of proposed 

method as compared with other method. From this it can be 

noticed that the proposed system gives more effectiveness 

than other method. The quality metrices shows proposed 

system performs better by having less noise, preservation of 

overall brightness and contrast. However the visual quality 

of the results also comparatively better for the proposed 

system. 

 

4. CONCLUSION 

The proposed night video enhancement method looks more 

efficient, experimental result shows that the proposed 

method perform better than denighting and color transfer 

based method. The proposed system involves the 

background model creation with use of day image, object 

detection and its enhancement and final fusion of the images 

which results a better visual performance as compared with 

other method. The method need improvements on object 

detection that may suffer when both object and image 

background having same color. However the results of the 

system shows the effectiveness of the method. 
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