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Abstract 
Root cause identification can provide huge breakthroughs in the process of business decision making. However, the huge size of 

input data requires a very highly sophisticated system to perform the analysis. This paper presents a parallelized root cause 

identification architecture that identifies a ranked list of root causes for the user’s query. The major components of the 

architecture includes conflict identification and elimination, parallelized data pre-processing, polarity identification and polarity 

based root cause identification. Experiments were conducted on dynamically retrieved data using APIs and the retrieved data is 

passed to the parallelized components implemented in Spark architecture. The in-memory processing architecture of Spark 

provides effective results in real-time, making the architecture scalable and robust. 
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1. INTRODUCTION 

Business analytics has taken a huge leap with the advent of 

social networks and blogs. Social networks and blogs tend 

to reflect the real intensions of the users, unlike the 

conventional feedback forms provided to users. However, 

identifying appropriate content from the huge storehouse of 

information is a complex task. Further, such analysis are 

also hindered by the temporal nature of the data. Old data 

becomes outdated, however, it still remains and user queries 

do fetch such data. Hence identifying the freshness of the 

data becomes mandatory. Further, such data are not free 

from conflicts. Reviews might provide contradicting 

opinions, which cannot be appropriately processed by the 

automated information processing units. Hence it becomes 

mandatory to retain appropriate information and eliminate 

the inappropriate content for effective root-cause analysis. 

The next requirement is to analyze the data and identify the 

polarity of the data. This can be further extended to identify 

the opinions or sentiments related to the data [1]. Sentiment 

analysis or opinion mining is the process of identifying a 

user’s view on an entity by analyzing their textual opinions 

[2]. This is usually keyword based. User enters their 

keywords and the appropriate contents are fetched. 

Analyzing the fetched results provides the user’s sentiment 

towards the entity and also the magnitude of the sentiment 

level [3]. Some applications of sentiment analysis includes 

business decision making [4], root cause analysis, 

recommender systems, clinical systems [5], financial market 

prediction [6] etc. 

All these processes are to be performed on a huge data. 

Another major challenge is the unpredictable velocity levels 

exhibited by the social networking data. These challenges 

warrant the need for Big Data based storage and processing 

techniques. This paper uses Spark based processing on data 

retrieved using Web APIs. Conflict identification and 

resolution is performed on the retrieved data, followed by 

polarity identification and polarity based root cause 

identification. 

 

2. RELATED WORKS 

Root cause analysis is a recent process, however, the basic 

components that make up a root cause identification system 

such as polarity prediction and sentiment analysis or opinion 

mining have been researched and several contributions can 

be found in this area. This section describes some of the 

recent contributions in the area of sentiment analysis, 

opinion mining and root cause analysis. 

 

An ensemble based sentiment analysis technique was 

proposed by Aldogan et al. in [7]. This technique uses active 

learning as the major component of the analysis process. 

This technique also utilizes two ensemble approaches; 

probabilistic algorithm and Behavior Knowledge Space 

(BKS). A phrase based opinion mining technique was 

presented by Rathi et al. in [8]. This technique uses a phrase 

based analysis component rather than term or token based 

analysis to provide effective results. A Twitter based 

opinion mining technique that measures the service quality 
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of an organization was presented by Takahashi et al. in [9]. 

This technique operates solely on the basis of customer 

value, hence providing an additional component for 

providing value to a review. A machine learning based 

model that creates word vectors for training the model was 

presented by Giatsoglou et al. in [10]. A similar vector space 

based analysis technique that operates on word estimation 

was proposed by Mikolov et al. in [11], and a similar such 

vector based estimation model was proposed by Pennington 

et al. in [12]. Though these technique appear to be effective, 

the major downside of machine learning based text analysis 

techniques is that they exhibit high computational 

complexity levels, hence lack in terms of scaling. A two 

layer selection algorithm that performs product 

recommendations to customers was proposed by Li et al. in 

[13]. Several such recommender techniques operating on 

user reviews include, a content based recommendation 

system proposed in [14,15] and a knowledge based system 

proposed in [16]. An unsupervised sentiment analysis 

technique to perform multilingual sentiment analysis was 

presented by Vilares et al. in [17]. This technique utilizes 

compositional syntax based rules to perform opinion 

mining.  

 

3. REAL-TIME ROOT CAUSE 

IDENTIFICATION ON STREAMING 

HETEROGENEOUS DATA USING SPARK 

Identifying root causes is one of the major requirements of 

the current business. However, the process of identification 

requires analysis of several huge heterogeneous data sources 

for the base information. Due to the heterogeneous nature of 

the data, the inputs are to be processed independently 

according to their data format. Further, social networking 

data serves as the major contributor to this process. This 

leads to the requirement of a real-time processing system. 

The social network data is usually generated as streams with 

varied velocity. Hence the algorithm developed for 

processing such data should also be scalable. This leads to 

the requirement of Big Data based storage and processing 

techniques, and Map Reduce based operations. The 

proposed architecture uses Spark architecture for processing 

the streaming data and Hadoop File System for storage. The 

real-time based root cause identification architecture is 

presented in figure 1. 

 

 
Fig -1: Root Cause Analysis - Architecture 

 

Users are required to provide the keywords as the input 

query. The input query is passed to the query builder. The 

query builder embeds the query into corresponding API 

calls, SQL/LINQ queries etc. The queries corresponding to 

each of the data sources is applied. Every data source 

delivers results in its corresponding format, along with the 

metadata. The first phase of the proposed architecture is to 

identify the appropriate content for processing. This is 

performed by using the metadata. The contents are analyzed 

in a rough manner and conflicts, if any are identified and 

resolved. Previous paper [18] of the authors covers this 

phase in detail. Conflicts are identified and eliminated and 

the shortlisted data is passed to the next phase. 
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In-order to identify root causes, data needs to be examined 

in context level. Data obtained from the data sources are in 

varied formats and are inflected with metadata and several 

other components. Hence it becomes mandatory to convert 

all the data to a unified format and eliminate the 

unnecessary components from the data. This is performed 

by the parallelized data pre-processing module. 

 

3.1 Parallelized Data Pre-Processing 

Data pre-processing is the process of analyzing the 

components of the data to retain the appropriate components 

and to eliminate the others. This process plays a vital role in 

cleaning the input data, making it appropriate for the actual 

process to be applied upon it. The pre-processing phase has 

been parallelized and is implemented in the Spark 

architecture to improve its processing capabilities. The pre-

processing components include tokenization, stemming and 

normalization/ lemmatization. 

 

3.1.1 Tokenization 

Tokenization is the process of identifying the individual 

components of a text for detailed analysis. This module 

works by dividing the text on the basis of several acquired 

heuristics. The most prominent division heuristics include 

splitting on the basis of space, commas and full stop. A set 

of contiguous and meaningful tokens are generated by this 

module. 

 

3.1.2 Stemming 

The generated tokens are to be further filtered and reduced 

to their basic forms, in-order to identify their polarity levels. 

This is carried out in the stemming module. Though the 

tokenization module divides and provides a set of 

meaningful tokens, not all the tokens are meaningful, when 

analyzed in isolation. English language is used as the base 

analysis language. According to the grammar rules, 

constructing a sentence in English requires prepositions and 

conjunctions. However, these components do not possess 

any meaning without the major components. Such words 

needs to be eliminated so as to reduce the computational 

complexity of the root-cause analysis process. Such words 

are termed as stop-words. Stop-words are eliminated and the 

other components are analyzed by the stemming module. 

 

Stemming is the process of reducing a word to its base form, 

also called the seed word. Words are usually inflected with 

prefixes and suffixes in-order to fit them into sentences. A 

single word can constitute several such variants. Hence it 

becomes mandatory to reduce the word to its base form 

before analysis. Stemming is basically a pattern matching 

process that uses regular expressions for identifying the 

patterns and eliminating them. The earliest stemming 

technique was proposed by Lovins in [19]. The next widely 

used stemming technique was proposed by Martin Porter in 

[20]. The second variant [21] of this technique, Porter 2 is 

still one of the widely used stemming techniques. This work 

uses a modified form of the Porter stemmer, parallelizes it 

and the stemming process is carried out.  

 

3.1.3 Normalization/ Lemmatization 

As stemming is carried out using regular expressions, they 

tend to eliminate parts of some proper words along with the 

inflected words. This tends to make some words 

meaningless. This warrants the need for normalization. 

Normalization also deals with correcting the inflected words 

that have been modified due to the colloquial forms of 

expressions. Normalization uses a reference repository to 

identify words and replaces them appropriately, making all 

the ripped off words and the inflected words meaningful. 

 

3.2 Parallelized Polarity Identification 

Identifying polarity is the major functionality of the 

proposed work. Polarity identification is to be performed in 

the entire text as a whole. This is performed by identifying 

the polarity levels of each of the component of the text and 

then by aggregating the entire polarity values to obtain the 

final polarity of the text. Polarity identification is performed 

by using the SentiWordNet polarity repository [22]. The 

SentiWordNet is a human annotated data repository, hence it 

has very high reliability levels. Though polarity is expressed 

in terms of its magnitude (positive or negative), every term 

has a level of positivity and negativity associated with it. 

Hence polarity of a data is identified by incorporating their 

positive and negative levels and performing aggregations 

accordingly. 

 

       𝑃𝑜𝑙𝑎𝑟𝑖𝑡𝑦𝑑 =   𝑃𝑜𝑙𝑎𝑟𝑖𝑡𝑦(𝑝𝑜𝑠 ,𝑖) − 𝑃𝑜𝑙𝑎𝑟𝑖𝑡𝑦(𝑛𝑒𝑔 ,𝑖) 

𝑛

𝑖=1

 

 

Where n is the number of tokens in the document 

Polarity(pos,i)refers to the positive polarity associated with 

the term i and Polarity(neg,i) refers to the negative polarity 

associated with the term i. The entire process of polarity 

identification is parallelized, making it faster than the 

conventional sequential algorithms. Data parallelism is the 

current requirement, as huge amount of data is involved in 

the process and the next level process can be completed only 

after completing the current phase. Spark operates on the 

basis of data parallelism, making the polarity prediction 

efficient. 

 

3.3 Polarity based Root Cause Identification 

The major reason for predicting polarity of a process is that 

it identifying the root causes alone is not sufficient for the 

next level analysis. The root cause must also contain 

information about whether it depicts the cause from positive 

magnitude or negative magnitude. This plays a major role in 

the decision making process. Hence the data is segregated 

based on their polarity magnitude. The level of polarity is 

in-appropriate in this context. Neutral results (exhibiting 

zero polarity) are also incorporated into the positive data.  

 

Operations are carried out in-parallel for the positive and 

negative sets from this phase onwards. Following the 

segregation process, is the significant term identification 
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phase. Even though stop-words are eliminated in the 

stemming phase, not all the terms correspond to high 

significance in the text. In-order to identify the root cause, it 

is mandatory to list terms in the order of their importance 

levels.  

 

Term Frequency (TF) and the Inverted Document Frequency 

(IDF) [23] levels are used to identify the significant terms in 

a text. TF-IDF is calculated using eq 2.  

 

𝑡𝑓𝑖𝑑𝑓 𝑡, 𝑑, 𝐷 = 𝑡𝑓 𝑡, 𝑑 × 𝑖𝑑𝑓 (𝑡, 𝐷)  (2) 

 

Term Frequency (TF) and the Inverted Document Frequency 

(IDF) are calculated using (3) and (4) 

 

𝑡𝑓 𝑡, 𝑑 =
𝑓(𝑡 ,𝑑)

𝑐𝑜𝑢𝑛𝑡 (𝑤 ,𝑑)
  (3) 

 

where, f(t,d) refers to the number of times the word t is 

containedin the document d and count(w,d) refers to the 

total number of words contained in the document d. 

𝑖𝑑𝑓 𝑡, 𝐷 = 𝑙𝑜𝑔
𝑁

  𝑑∈𝐷:𝑡∈𝑑  
  (4) 

 

where, N is the total number of documents in the corpus, 

and   𝑑 ∈ 𝐷: 𝑡 ∈ 𝑑   is the number of documents that 

contains word t. If the term is not in the corpus, then it will 

lead to a divide-by-zero error, hence it is also common to 

adjust the denominator to1+  𝑑 ∈ 𝐷: 𝑡 ∈ 𝑑  . 
 

Ranking of terms is performed using the rank values 

obtained from eq 2. A threshold limit is set and the terms 

with TF-IDF values greater than the specified threshold are 

passed as the final results.  

 

4. RESULTS AND DISCUSSION 

Experiments were conducted with data retrieved from 

Google API [24] and New York Times API [25]. The user’s 

query is converted according to the API’s requirements and 

are applied.  Data and metadata retrieved from the API for 

the given query are collected and conflict identification and 

eliminated are performed. This process is followed by data 

preprocessing and then root-cause identification. 

 

 

 
Fig -2: Scalability (Time) 

 

 

Scalability was discussed as one of the major issues, due to 

the unpredictable nature of the social networks. The velocity 

and the volume of data remains unpredictable. Hence the 

proposed architecture was analyzed with queries of varying 

complexities, ranging from 1 to 10. Complexity of the query 

is identified by analyzing the number and the type of results 

returned by them. Processing time required by the entire 

architecture is measured as in figure 2. It could be observed 

from the figure that irrespective of the complexity of the 

query, the time of processing remains at an average level of 

60 seconds. Slight fluctuations are attributed to the network 

delays. Such delays are very common in networks and it is 

mandatory to consider them, hence the average time of 60 

seconds with an error level of 10% is assumed as the time 

complexity. 
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Fig -3: ROC Plot 

 

 

ROC and PR plots are used to identify the efficiency of the 

sentiment prediction module. ROC plot (figure 3) represents 

the ratio between the true positive levels and the false 

positive levels. The requirement of a good algorithm is to 

exhibit high true positive levels and low false positive 

levels. It could be observed that the true positive levels of 

the proposed architecture increases to a maximum level of 

0.86, while the false positive levels remains at a low level of 

< 0.3, exhibiting the high efficiency of the sentiment 

prediction module. 

 

 

 

 
Fig -4: PR Plot 

 

PR plot exhibits a ratio between the precision and recall 

levels (figure 4). The requirement of a good algorithm is to 

exhibit high precision and recall levels. It could be observed 

that the precision levels of the proposed architecture reaches 

a maximum of 1, representing 100% accurate retrieval levels 

and the recall levels reach a maximum of 0.86. Several other 

metrics used for analysis are tabulated and presented in table 

1. It could be observed that the proposed technique exhibits 

an accuracy of 82% and an F-Measure of 0.86, exhibiting 

the highly efficient nature of the architecture. However, low 

true negative rates indicate scope for improvements in the 

architecture. 

 

Table 1: Analysis Metrics 

Metric Value 

Accuracy 0.816327 

F-Measure 0.863636 

TNR 0.741935 

FNR 0.149254 
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5. CONCLUSION 

Root cause analysis plays a major role in business decision 

making. However, this process is made complex due to the 

voluminous nature of the base data. This paper presents a 

parallelized in-memory processing technique that identifies 

a list of the major root causes for the proposed query and 

also provides a segregated view of the root causes on the 

basis of their polarity. The proposed architecture uses Spark, 

a parallel in-memory processing architecture in-order to 

provide real time results on streaming data. The 

experimental results exhibit high scalability levels and high 

prediction levels. However, the true negative levels remain 

low.  

 

Future works will be based upon improving the true 

negative rates. On analysis, it was identified that the low 

true negative rates are attributed to sarcasm in text. Hence 

further works will also concentrate on identifying and rating 

results on the basis of context as well as sarcasm. 
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