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Abstract
The advent of new pervasive devices, social web sites and other data sources has generated a huge volume of data with greater
variety and velocity. Hadoop is an open source platform that can process this data over thousands of distributed affordable
commodity nodes and deliver predictive insights. In this paper we are presenting the process of installing and configuring
Hadoop on Windows platform. We are also running one MapReduce application performing text data processing on a single

node.
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1. INTRODUCTION

Today a huge volume of data is being generated and
uploaded by the people across the globe through audios,
videos, pictures, social networking posts, online shopping
transactions, customer reviews and so forth. Automation of
industrial processes are also generating mountainous data.
The challenge is how we can extract valuable data elements
and identify relationships between pieces of data from
these large data sets. As far as large dataset is to be handled,
Scale Up and Scale Out are the two classic data processing
systems. In Scale Up approach the growth in data demands
bigger server or storage array which ultimately raises cost of
hardware. Hadoop, a java based open source framework,
uses scale out approach for running distributed applications
to exploit the power of commodity hardware rather than
high end nodes.

This paper explains the process of configuring hadoop
framework on windows platform and runs one MapReduce
application to analyze text data. The remaining paper is
organized as follows: Section II describes the hadoop
ecosystem. Section III explains the hadoop configuration
process. Section IV discusses about development and
execution of one MapReduce application on hadoop and
Section V concludes the paper.

2. HADOOP FRAMEWORK

The Hadoop framework was coined by Doug Cutting while
he was working on Lucene project within the Apache open
source foundation. Hadoop effectively stores and computes
huge amount of data by providing distributed file system on
a cluster of commodity machines.

2.1 Hadoop Ecosystem

Hadoop Ecosystem is a family of related projects for
distributed computing and large-scale data processing. Fig.
1. depicts the projects grouped in this family. Most of these
projects are hosted by Apache Software Foundation.
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Fig. 1 Hadoop Ecosystem [1]

As far as the scope of this paper is concerned, we describe
the following components:

e Hadoop Distributed File System(HDFS):

The Hadoop Distributed File System is a distributed file
system which works on large data sets, highly fault tolerant
and designed to be deployed on low-cost commodity
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hardware. [2] The files and directories reside on clusters of
interconnected nodes. In HDFS cluster, there is a single
node known as a NameNode which manages the file system
namespace and handles the client requests for the file
access. The DataNodes are spread across the cluster to store
data as blocks within files. HDFS works in a master-slave
mechanism as shown in Fig. 2. In a particular cluster one
dedicated node will run as a NameNode which can also
work as DataNode. The other machines in the cluster act as
datanodes.

HDFS Architecture
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Fig. 2 HDFS Architecture[3]

e  YARN (Yet Another Resource Negotiator):

Apache YARN is a cluster resource management system for
hadoop. It provides APIs for requesting and working with
cluster resources. This can be achieved with the help of
MapReduce, Spark, Tez, etc. as shown in Fig. 3.

Application ( MapReduce ] [ Spark I [ Tez ] [ —
Compute ( YARN
Storage [ HDFS and HBase

Fig. 3 YARN resource manager and distributed frameworks

[4]

YARN services are realized with two daemon processes (1)
a resource manager which creates and allocates resources
for the cluster and (2) node managers are running on all the
nodes in the cluster to launch and monitor application
specific processes with a constrained set of resources.

e MapReduce:

Hadoop MapReduce is a data processing model which can
easily scale data processing on a cluster of multiple nodes.

MapReduce decomposes data processing work into two
parts i.e. mappers and reducers as shown in Fig. 4. A map is
a function which takes a set of input values and transforms
them into a set of key/value pairs i.e. [kl,vl]. Reduce is a
function which takes the output of mapper as an input and
aggregates the wvalues to form another result i.e.
[k1,[vl,v2,v3,...]]. A reducer receives all the data for an
individual "key" from all the mappers. [5]
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Fig. 4 Components of a MapReduce Job [5]

3. HADOOP CONFIGURATION ON WINDOWS

This section explains the process of installing and
configuring Hadoop on windows.This section is mainly
divided in two subsections such as building hadoop and
configuring hadoop.

3.1 Building Hadoop

In this section we discuss the installation process of
prerequisite Softwares;

e JDK (Java Development Kit)

Java is the base of Hadoop. Hadoop installation requires the
JDK higher than 1.7 version which is obtained from Oracle's
website. We have installed jdk1.7, 64-bit edition on our
windows 8.0 machine.

After installing JDK i.e. in c:\HJava directory as compared
to c:\Program Files\Java directory because Hadoop has some
restrictions on number of characters in the name of directory
on windows. We have to create a PATH variable in the
System Variables under the Environment Variables as
shown in the Fig. 5. If the PATH variable is already
existing, we have to edit it to append the JDK path.

PATH = c:\HJava\bin

Environment Variables

. User variables for mrs

Edit System Variable ES

Variable name: PATH

‘ariable value: i_\bin;-mc:\,I-Iadoop_'\'\u'indo'n's\,l-!ivt-i i

oK Cancel
System variables

Variable Value A,
PATH %C_EMG4T_REDIST11%bin\Intels4E:\, ..
PATHEXT .COM; . EXE; BAT;.CMD;. VBS; VBE;. I5;....
PERLSLIB

PROCESSOR_A... AMD&4 »

New... Edit... Delete
OK Cancel

Fig. S Setting PATH variable for Java

Volume: 05 Issue: 07 | Jul-2016, Available @ http://ijret.esatjournals.org 45




IJRET: International Journal of Research in Engineering and Technology

eISSN: 2319-1163 | pISSN: 2321-7308

Similarly we have to create JAVA HOME variable as
shown below:

JAVA HOME = c:\HJava

e Downloading Hadoop Binary

We have to download Hadoop binary file from the apache
website. In our case we downloaded Hadoop-2.7.1.tar.gz
and extracted this file into the directory i..e. c:\. We have to
add bin directory of Hadoop in the PATH environment
variable i.e c: \hadoop-2.7.1\bin

e Protobuf Master

Protobuf is a serialization format and the Hadoop build
requires this compiler to be available during the build
process. The Windows version of the compiler binary needs
to be downloaded. We have chosen protobuf master.zip
.Once we download and extract it, we have to add its’
directory in the PATH environment variable i.e.
C:\protobuf-master

e Maven Build System:

Hadoop can be built using the Maven build system. If we
want to build Hadoop using Maven tool, we have to
download desired Maven version i.e. Maven3.3 and after
extracting the ZIP file, its’ path i.e. C:\Maven3.3\bin should
be appended with PATH variable.

In our case we have directly downloaded the hadoop-
2.7.1.tar.gz from the apache site so we are not using maven
tool to build hadoop.

3.2 Configuring Hadoop

Once all the pre-requisites are in place, Hadoop can be built

and packaged. The following steps will guide us to

configure and deploy Hadoop on windows.

1. Set the Platform environment variable to x64 or Win32
depending on the version of OS. This can be done using
the following command:

Platform=x64
2. Set the HADOOP_HOME = c: \hadoop-2.7.1
3. Configure core-site.xml, hdfs-site.xml, mapred-site.xml
and yarn-site.xml files as per the requirements i.e. for
single node data processing. We have not shown the
configuration process of these files in this paper
because it is same as in Linux OS.

3.3 Deploying Hadoop

After doing configuration, we have to start the Hadoop
daemons. This process is shown in the following steps:

1. Before starting the daemons, we can format the
NameNode by issuing the following command:

hdfs namenode —format

The Fig. 6 shows the screenshot which shows the
output of the format command. Now the HDEFS is
formatted and ready to use. Since we have not specified
a particular directory name, the NameNode creates the
C:\hadoop directory to store all of the metadata.

1 Command Prompt =k “

Fig. 6 Output of namenode format command

We then start the HDFS daemons, the NameNode, and
the DataNode as shown in Fig. 7 and Fig. 8.This is done
by issuing start-dfs.cmd. This command script is
present in the %oHADOOP_HOME%\sbin folder.

EX Apache Hadoop Distribution - hadoop namenode £ A=l “

R Number of over-replicated
G/BZ/BS EB :41:02 INFO blockmanagement.BlockManager: Mumber of hlocks heing wreit

en
GIEZ/ES ZE 41 a2 INF() hdfs.StateChange: STATE* Replication Queue initialization|
n for alid, over— and under-replicated hlocks completed in 31 msec
6/32/35 BB 41 az INFO blockmanagement .BlockManager: BLOCK®* processReport: Recei]
ed f11"‘t hluck report from 127.8.08.1:58018 after starting up or becoming active|
Its block contents are no longer considered stale
6/32/85 0a: 41 @2 INFQ BlnckStateChange BLOCK= processReport: from DatanodeRegi
tration(127.0.0.1, datanodeluid=3588h36e-5473-42d8-a?43-8cBf dodhcbBb, infoPort-
BA75 . ipcPort=5AA2A. storagelnfo=lu=-51;cid=CID-f5ebecd3—bhlfB-495c—9859-FA9A7f al
2e316;5nsid=18A5958471;c=B>, blocks: 19, processing time: 25@ msecs

116-02/85 BA:41:22 INF() hdfs.StateChange: STATEx Safe mode ON.

he rveported blocks 19 ached the threshold 8.9998 of total hlocks 1%. The
unber of live datanodes 1 has reached the minimum numbher B. Safe mode will he t
irned off automatically in seconds .

j16/02-85 BA:41:32 INFO hdfs.StateChange: STATEx Leaving safe mode after 73 secs
160285 BA:41:32 INFO hdfs.StateChange: STATE= Safe mode is OFF

a 1:32 INFO hdfs.StateChange: STATE* Metwork topology has 1 racks and|

atal
GIEZ/ES ZE 41:32 INFO hdfs.StateChange: STATEx UnderReplicatedBlocks has 2 bhloc

Fig. 7 hadoop namenode window

o) Apache Hadoop Distribution - hadoop datanode = 1

16/082/05 BB:41:85 INFO datanode.BlockPoolSliceScanner: Uerification succeeded folf¥
i BP- 18453347388192 .168.56.1-1452361182264:h1k_1A73741828_1004

INFO datanude BluckPuulSllceScanneP Uerification succeeded fo
succeeded fo

/85 BA:41: BS INFO datanode. BluckPuulSllceScanneP Uerification succeeded fo
- BP-1845684798-192.168.56.1-1452361182264:h1k_1A73741831_1007
16/82/85 AA:41:@5 INFO datanode.BlockPoolSliceScanner: Uerification succeeded fo
- BP-1845684798-192,168.56.1-1452361182264: h1k_1A73741832_1808
16/82/85 @A:41:05 INFO datanode.BlockPoolSliceScanner: Uerification succeeded fo
i+ BP-1845684798-192.168.56.1-1452361182264:h1k_1A73741833_1809
[16/02/85 B@:41:85 INFO datanode.BlockPool8liceScanner: Uerification succeeded fo
i+ BP-1845684798-192.168.56.1-1452361182264:h1k_1A73741834_101A
[16,02/85 B@:41:85 INFO datanode.BlockPool8liceScanner: Uerification succeeded fo
i+ BP-1845684798-192.168.56.1-1452361182264:h1k_1A73741835_1011
16,0205 BA:41:05 INFO datanode.BlockPoolSliceScanner: Uerification succeeded fo
- BP-1845684798-192.168.56.1-1452361182264:h1k_1A73741836_1012
16/82/85 BA:41:@5 INFO datanode.BlockPoolSliceScanner: Uerification succeeded fo
- BP-1845684798-192.168.56.1-1452361182264:h1k_1A73741837_1013
16/82/85 AA:41:05 INFO datanode.BlockPoolSliceScanner: Uerification succeeded fo
- BP-1845684798-192.168.56.1-1452361182264:h1k_1A73741838_1814
16/82/85 @A:41:05 INFO datanode.BlockPoolSliceScanner: Uerification succeeded fo
I+ BP-1845684798-192.168.56.1-1452361182264:h1k_1A73741839_1815

Fig. 8 hadoop datanode window
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once both the daemons are up and running we can issue 5. We can open the Resource Manager and Node
mkdir, Is and other HDFS commands. Manager at http://localhost:8042 as shown in Fig. 12
X - T

3. Next we need to start the YARN to run MapReduce 3 Buid o Configure . ) [) locabcseitizinade 3 2 Bawsing HDFS :

jobs. This can be done by the start-yarn.cmd file present € | localhost:204 =
. . P din as: drwh
in the sbin folder. The ResourceManager and the . @ Conged n as: druho
NodeManager start in two separate command windows WA ‘ aﬂﬂp
as illustrated Fig. 9 and Fig. 10. \ ResourceManager e
- NodeManager Total Vmem 16.80 GB
allocated for
Node Contail
R - D“ Information Vmem enfz:‘c:::::\s( irue
o+ Apache Hadoop Distribution - yar  resourcemanager it e
Japif P‘iﬁat"OHS Total Pmem 8 GB
4R = = = iew ist of liocated f
H 682785 88;33;21 INFO http.HttpServerZ: adding path :ggi ﬁggitek/* NS - :n:fifzzzzi o
to port 8038 » Tools enabled
:/C:/Hadoop_Windows shadoop-2 ET,?;;S:;:. 8
.3.8/share/hadoopsyarn/hadoop-yarn—conmon-2.3.0. jart /uebapps/c luster to C:\Users| Containers
m.,\RppData\anal\Tenp\Jetty A_P_P_B_BABB_cluster_ uBrgz3‘uwebapp NodeHealthy Status  true
8:40: mltﬁd SelectichanneICunne::ltmEB EHB .A:3088 LastNodeHealthTime Fri Feb 05 14:48:05 ST 2016
eb app /cluster started at NodeHealthReport
e P ? egisgerid uenhagp g;;lic: rrm(lulesHmﬂ Node Manager 2.7.1 from 15ecc87ccf4a022835af08fc56de536e6ce657a by jenkins source
z ipc.Server: Starting Socket Readew or port Version: checksum 1042198b3cb903a508de21dcd09218 on 2015-06-29T06:12Z
32 INFO ph. RpcSelue)FactmyPBInpl Adding protocol org.apache.had| Hadoop Version: 2.7.1 from 15ecc87cci4a0228f35af081c56de536e6ce657a by jenkins source
.api.ResourceHanagerAd ationProtocolPB to the server checksum fc0a1a23fc1868e4d5ee7a2b28a58a on 2015-06-29T06:04Z .
PG & r listener on 8033: starting
ver Responder: starting 3
X b LM Fig. 12 The Resource Manager and Node Manager on
:35 INFO resourcemanager.ResourceTrackerService: NodeManager from b
Inode adualt(cml’mt 61696 httpPort: 8842) registered with capahility: <{memory:8i] Trowser
), asslgned nodeld advait: 6169
i G |
682,85 BA:4A:35 INFO capacity.CapacityScheduler: Added node advait:61696 clust 4. RUNNING MAPREDUCE APPLICATION ON
erResource: <{memory:8192. vCores:8>

HADOOP

In this section we are going to run one MapReduce
application i.e. a word count application which counts the
occurance of number of words residing in different .txt files.

http.HttpServer2: adding path spe
http.HttpServer2: adding path spe ’
http.HttpS 2: Jetty bound t t8842 o
nonthat: dagt Jettyso1ogh. @ rn B 4.1 Writing a WordCount Program
morthay.log: Extract jar:file:/C:/Hadoop_Windows/hadoop—2
.3.8/share ‘hadoop/yarn/hadoop—yarn—conmon—2.3.0. jar! /vebapps/node to C:\Userssmr| .
\AppDatazLocal\Tenp\Jetty B_8_B_B_8842_node_ 19t jBx\webapp We have written a MapReduce program named
[6/02,85 B@:40:31 INFO morthay.log: Started SelectChannelConnectorPA.@.H.0:8042 « . 9y
116,/82,85 BB:48:31 INFO webapp.Webfipps: Web app /node started at 8842 WordCount,Java to count the occurrence of number of
116,082,085 B@:4A:33 INFO webapp.\ebApps: Registered webapp guice modules g
6/02,85 BA:4@:33 INFO client.RMProxy: Connecting to ResourceManager at /0.08.0.0 words from the text files. We are not prov1d1ng the
-8@831
[16,02,085 BA:4@8:33 INFO nodemanager.NodeStatusUpdaterImpl: Registering with RM us MapReduce code because it is available at
ing finished containers :[1]
6/02,85 BA:4@:35 INFO security.NMContainerTokenSecretManager: Rolling master-ke . - -
o santaier tokens. sot ey with 34 _ToSBLIRT - https://hadoop.apache.org/docs/current/hadoop-mapreduce
B2/ security. okenSecretManagerInl olling master-key fop 1 = -ch -
Emﬁgoggnﬁé 43':315{&%";;(1)':}1 id 183131363153 Unpd. Impl: R d h R Chent/hadoop mapreduce client
/B2 /1 nodemanager.NodeStatusllpdaterImp egistered with Resour| 1
eManager as advait:61696 with total resource of <memory:8192, vCores:§> | Core/MapReduceTutorlal'html url'
602,85 BA:4@:35 INFO nodemanager.NodeStatuslUpdaterImpl: Notifying ContainerMan
ger to unhlock new container-requests

4.2 Compiling and Running WordCount.java

Fig. 10 yarn nodemanager window
Program
4. By navigating to http://localhost:50070 on the browser, To compile the WordCount.java program, we have to set

the user should now be able to see the web endpoint for HADOOP CLASSPATH  environment  variable  to

EDIF E a; Is;lDo;Vél in(fi%' 1dl.'fflt gives an overvie}\l;v of the c:\HJava\liT)\tools.jar under System variable category. Now
calth o and the different parameters that were we have to type the following command to compile the

used to configure it. same program from the directory where WordCount.java
R file resides.

M Fuick Modified Paper - ya= % ) [ Namenode information X

€ € | [ localhost:50070/dfsh

. C:\Hadoop Work:>hadoopcom.sun.tools.javac.Main
fladoop WordCount.java

Overview  Datanodes  Datanode Volume Failures ~ Snapshot  Startup Progress  Utilities -

It will create three .class files i.e. WordCount.class,

. WordCount$TokenizerMapper.class and
Overview WordCount$IntSumReducer.class
stared SeFEROBIOAT A ST A0S Now, we have to create a jar file which contains above three
Version: 2.71. r15ecc87ccf4a0228f35af08fc56de536e6ce657a ﬁles usin the followin Command'
Compiled: 2015-06-29T06:04Z by jenkins from (detached from 15ecc87) g g ’
Cluster ID: CID-bc030466-78e0-4805-9d44-4bce931b1557 . .

) - C:\Hadoop Work:>jar cf wc.jar WordCount*.class

Block Pool ID: BP-596798926-192 168 42 98-1454058750986 -

Fig. 11 The Web endpoint for HDFS
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Execution of program requires a directory on Hadoop
Distributed File System using HDFS commands. In our
case we have created directory named input and then copied
two .txt files.

The Filel.txt which contains the sentence i.e. “Hi Friends
How are you? ” and and File2.txt which contains the
sentence i.e. “We all are fine. What's about you?”

The following command is written to execute the program:
yarn jar we.jar WordCount /input /output6

The last parameter is an output directory i.e. output6 which
stores the result. Fig. 13 shows the snapshot after applying
execution command.

TR

X CAwindows\system32\cmd.exe

Reduce input groups=28
Reduce 26
Reduce i

Reduce output records=28
Spilled Recor 42
Shuffled Maps

Failed Shuffl

Merged Map output
GC time elapsed ¢
CPU time spent (ms)
Phyzical memory (bytes> snapshot=08
Virtual memory C(hytes) snapshot=8
Total committed heap usage (hytes)>=718798848
Shuffle Errors
BAD_ID=-8
CONNECT ION=8
I10_ERROR=8
WRONG_LENGTH=8
WRONG_MAP=0
WRONG_REDUCE=8
File Input Format Counters
Bytes Read=131
File Qutput Format Counters
Bytes Weitten=15%

:“HadoopWork>

Fig. 13 The outcome of executing wc.jar file

To see the occurance of different words residing in two text
files is stored at /output/ part-r-00000 which can be viewed
by applying following command on HDFS. The output is
shown in Fig. 14.

hadoop fs -cat /output/part-r-00000" or

hadoop fs -cat /output/*

N Administrator: Command Prompt

:Zhadoop-2.7.1%ehin>start-all
his script is Deprecated. Instead use start-dfs.cmd and start-yaen.cmd
tarting yarn daemons

ns
1 projectl supergroup @ 2816-92-84 14:56 soutputb/_SUCCES

1 projectiS supergroup
Lot l]

:\hadoop-2.7.15shin>hadoop fs —cat soutputbs*
s 1

Fig. 14 The sum of occurrence of different words

70 2016-82-84 14:56 /outputh/part-r-|

5. CONCLUSION

Hadoop has changed the perception of handling Big Data
especially due to its ability to handle the unstructured data
efficiently. The design shift from scale up to scale out
approach has facilitated the distributed data processing tasks
to be accomplished in cost effective manner. Hadoop is now
natively available on Windows so there is no need of
installing Linux virtual Machines on Windows. As most of
the users are comfortable with windows operating system,
we were motivated to configure and deploy hadoop on
Widows platform.
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