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Abstract

The introduction of Field Programmable Gate Arrays (FPGAs) which includes thousands of logic gates has made it feasible to
prove specific software function on the particular hardware. This reduces the design time and the execution time and makes the
embedded system to respond faster as a real time system. This paper serial interface module for Ethernet based Applications deals
with the Study and the implementation of the Tri-mode Ethernet Media access control (TEMAC) which is present in the FPGA
core. The Virtex-5 FPGA supports the 10Mbps, 100Mbps as well as 1000Mbps but in this paper contains the implementation of
1000Mbps (1Gigabit bits per second) data transfer rate. This project basically deals with communication established between the
FPGA core and the PC. The IP core is interfaced with its transceiver module and communicated to the PC using Ethernet
medium. The communication established is verified by interfacing the FIFO and the UART VHDL codes to the TEMAC IP core
present on the Virtex-5 FPGA. The result at each module is verified on the Chipscope pro analyzer and the packet transmitted
from FPGA to the PC is verified on the Wireshark software.
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1. INTRODUCTION

Ethernet is a type of network cabling and signaling
specifications developed by the XEROX in late 1970.
Ethernet uses a communication model called datagrams to
get the messages across the network. The Ethernet datagram
is of the form of self-reliant packets of information. An
Ethernet package consists of source address, destination
address, field & type of data, data length etc.

1000BaseT, 10GBaseT are the different standards of
Ethernet. The number thousand stands for the speed, “1000”
are 1000 mega bits per second i.e. 1 Giga bit data is
transmitted per second."Base" stands for the baseband signal
which uses single carrier frequency so that all devices
connected to the network can have the knowledge of all
transmission carried out."T " stands for the twisted cable
pair. The Ethernet supports for half-duplex as well as full
duplex mode. In half-duplex mode when two or more
computers attempt to send the data at a time a collision
occurs thus introducing error in the transmitted data where
as in the full-duplex mode the point-to-point communication
is established between the devices thus reducing the
collision effect.

1.1 Gigabit Ethernet

Due to the speedy development of the electronic and the
network technologies, the systems with the combination of
the integrated electronic technology with the network
technology are progressively increasing its share. To
achieve high speed of data transmission these systems has to

be connected to various hosts. There are different speeds of
the data transmission i.e. 10Mps, 100Mbps and 1000Mbps,
10 Gbhps. As the world is running behind the speedy devices
most preferred is the Gigabit data transmission (1000Mbps
and 10Gbps).

The two necessary reason for the Gigabit Ethernet :

» Speedy systems and faster backbones.

» To produce low cost products Gigabit Ethernet can be
used. Using Gigabit, user has a freedom in selecting
the products, interoperability, and backward
compatibility. Applications like network operating
systems and network management supports Gigabit.

1.2 IEEE 802.3 Ethernet Standard.

The most widely preferred networking standards are Local
Area Networks (LANs) and the Wide Area Network
(WANS) is due to the details available from IEEE 802.3
(Ethernet) networking standards. This networking standard
provides the flexibility and the vendor neutrality through the
Ethernet system. The recent computers contain the Ethernet
cards which helps to connect device directly to the network.
These Ethernet cards may support the data transmission of
10Mbps, 100Mbps and 1000Gbps. Because of these inbuilt
cards it is easy to connect to the network and upgrade the
system. Since the FPGA supports 10Mbps, 100Mbps,
1000Mbps, the MAC design can be used as low cost, high
performance embedded controller system.
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Figure 1. 802.3 IEEE Ethernet standards
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Figure 2. Gigabit Ethernet standards

1.2 Proposed work

In this paper, Serial interface module for Ethernet based
applications deals with the building standard interfacing
module for the serial communication of data from FPGA
(transmitter) to the PC (receiver) and from PC(transmitter)
to FPGA (receiver) using Virtex-5 FPGA. The data is
transmitted through a Ethernet cable using a SFP module .
This design is implemented by using a FIFO and UART
programs written in VHDL language to verify the
communication established from FPGA to PC and the result
is observed in Wireshark software in the form of data
packets, whereas the communication from PC to the FPGA
is established by a ping command. This ping command
helps to transmit certain packets to the FPGA and the data
transmitted from the PC can be observed on the Chipscope
Pro analyser.

2. SYSTEM DESIGN
2.1 Block diagram

The figure 3 shows the block diagram of the proposed work
which include VIRTEX-5 FPGA, which includes Tri-mode
Ethernet Media Access controller (TEMAC).

SPUUART FPGA PHY or SFP
" A
PROTOCOLS 7| (TEMAC) V| MODULE

Figure 3. Block diagram

The data received from the SPI or UART protocol is
transmitted to the transmit engine which converts the
received data into frame format by adding the preamble,
start frame delimiter (SOF), and adding pad bits. In the
receive engine of the TEMAC the padded bits are removed
from the pad format. The PHY or the SFP module is the
transceiver which is interfaced with the TEMAC through the
serial Gigabit Media Independent Interface (SGMII) at one
end and other end is interfaced to the receiving device
which is PC or FPGA.

2.2 Implementation Of TEMAC Core

Figure 4 illustrates a typical application for the TEMAC
core with 10/100/1000 Mb/s. The TEMAC core is generated
from the ISE Xilinx 14.6 tool which consists of the Ethernet
MAC transceiver interfaces with the PHY implemented by
an external SGMII. The external SGMI is connected to an
Ethernet PHY device, which performs the BASE-T standard
at 1Gb/s. The Ethernet MAC has an inbuilt Ethernet core
along with Ethernet wrapper and the GTP 1000Base-T
wrapper then finally to the Rocket I/O transceiver for the
SGMII interface with the Phy. The Four-wire Ethernet cable
is used as a media for the FPGA and the PC communication.
This Figure 4 explains about the duplex way of
communication between PC and the FPGA. When the
FPGA communicates with the PC the result is observed on
the Wireshark, whereas the PC to FPGA communication is
carried out by using the ping command on the PC. The
result is obtained on the Chipscope pro analyser. The design
is verified by using the FIFO code as well as the UART
code. To minimise the problem of low speed data
transmission, a 16bit UART is written to verify the core
configuration.
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Figure 4. Implementation of TEMAC core
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The state diagram shown in figure 5 explains about the data
read from the block RAM by adding the header and the
required delay. This state diagram has 7 states and
explanation of the each state is understood from the state
diagram. The state diagram in the Figure 6 explains about
the States required to write the FIFO/UART data to the
BRAM which is 16 bit wide.

3. RESULTS & DISCUISSION
This proposed design is verified by XILINX 14.6 simulator.
The results are represented by the waveform as shown v e et e ==

below. The hardware used is the Virtex-5 and the analyzing T e e BTN YIS TR T T T T AT T T
the same using the Chipscope pro analyser. - f
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Figure 9.a FIFO Data written to the BRAM
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Figure 9.b. Data written to the BRAM block
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Figure 10.b. Data read from BRAM

o Tme e Destiaticn

frotocol Legh iy

7‘33028 745481 192 155 7.2 192.168.7.253 l.I)P 1355 Source purt sybasesrvmun Destination port: 53503
79303 8.745482 192.168.7.2 192.168.7.253 uoP 1355 Source port: sybasesrwmon Destinatien port: 53503
79304 8.745483 192.168.7.2 192.168.7.253 uoP 1355 Source port: sybasesrwmon Destination port: 53503
79305 8.745486 192.168.7.2 192.168.7.253 uoP 1355 Source port: sybasesrvmon Destination port: 53503
79306 8.745487 192.168.7.2 192.168.7.253 UoP 1355 Source port: sybasesrvmon Destination port: 53503
79307 8.745487 192.168.7.2 192.168.7.253 uoe 1355 Source port: sybasesrwmon Destination port: 53503
79308 8.745488 192.168.7.2 192.168.7.253 uoP 1355 Source port: sybasesrwmon Destination port: 53503
79309 8.745489 192.168.7.2 192.168.7.253 uoP 1355 Source port: sybasesrwmon Destination port: 53503
79310 8.745490 192.168.7.2 192.168.7.253 uoP 1355 source port: sybasesrwviion Destination port: 53503
79311 8.745491 192.168.7.2 192.168.7.253 uoP 1355 Source port: sybasesrwimon Destination port: 53503
79312 8745604 192.168.7.2 192.168.7.253 uoP 1355 Source port: sybasesrwmon Destination port: 53503
79313 8.745606 192.168.7.2 192.168.7.253 uoe 1355 Source port: sybasesrwmon Destination port: 53503

® User Datagram Protocal, Src Port: sybasesrvmon (4950, Dst Port: 53503 (53503)
= Data (1312 bytes)
Data: abaBa7aSaie(4Bef48fed80d491c492b491a494949584967. . .
[Length: 1312]
0000 02 cO a8 07 fd 02 02 cO a8 07 02 02 08 00 45 00
0010 05 3c DO 00 00 00 40 11 e5 61 c 7 02
]U?D 07 fd 13 56 do ff O
030

Figure 11. FIFO Data packet received in Wireshark

Software

o me e — s e
2 0.000001 192.168.7.2 192.168.7.253 upe 1355 Source port: sybasesrvmon Destination port: 53503
3 0.000003 192.168.7.2 192.168.7.253 uoe 1355 source port: sybasesrvmon Destination port: 53503
4 0.000004 192.168.7.2 192.168.7.253 uoe 1355 Source port: sybasesrvmon Destination port: 53503
50.000005 192.168.7.2 192.168.7.253 uoe 1355 Source port: sybasesrvmon Destination port: 53503
6 0.000006 192.168.7.2 192.168.7.253 uoe 1355 Source port: sybasesrvmon Destination port: 53503
70.000102 192.168.7.2 192.168.7.253 uoe 1355 SOUFCE port: Sybasesrvmon Destinarion port: 53503
8 0.000103 192.168.7.2 192.168.7.253 uoe 1355 Source port: sybasesrvmon Destination port: 53503
90.000104 192.168.7.2 192.168.7.253 uor 1355 SOUrCe port: sybasesrvmon Destination port: 53503
10 0.000104 192.168.7.2 192.168.7.253 uoe 1355 source port: sybasesrvmon Destination port: 53503
11 0.000105 192.168.7.2 192.168.7.253 upP 1355 S0urce port: lyhll(lrmﬂ pestination port: 53503
12 0.000106 192.168.7.2 192.168.7.253 uoe 1355 source port: sybasesrvmon Destination port: 53503
13 0.000206 192.168.7.2 192.168.7.253 upe 1355 Source port: sybasesrvmon Destination port: 53503
14 0.000208 192.168.7.2 192.168.7.253 uoe 1355 source port: sybasesrvmon Destination port: 53503
15 0.000208 192.168.7.2 192.168.7.253 upe 1355 Source port: sybasesrvmon Destination port: 53503

4 Frame 1: 1355 bytes on wire (10840 bits), 1355 bytes captured (10B40 bits)

« EThernet II, Src: 02:C0:aB:07:02:02 (02:c0:a8:07:02:02), DST: 02:c0:a8:07:7d:02 (02:C0:a8:07:fd:02)

& Internmet Protoco] version 4, src: 192.168.7.2 (192.168.7.2), Dst: 192.168.7.253 (192.168.7.253)

@ USer Datagram Protocal, SFc POFT: Sybasesrvmon (4950, DST Port: 53503 (53503)

@ pata (1312 bytes)

0000 02 cO a8 07 Fd 02 02 cO a8 07 02020800400 ...
95 3c 00 00 00 11 €5 6L c0 a6 07 02 cO a6 .
7633 56 0 77 03 35 50 00 56 a6 26 25 5 a7
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Figure 13. The data received from PC to FPGA using Ping
command

The Figure 10.a explains about the header data read from the
Block RAM and the Figure 10.b explains about the data
packet read from the Block RAM. The figure 11 explains
about the data packet read from the FPGA to the PC
observed on the wireshark software. Instead of the FIFO
code the UART code is used and the result obtained is as
shown in figure 9. Figure 13 shows the data received from
the PC to FPGA using ping command.

4. CONCLUSIONS

This paper deals with building a standard interface module
for the serial communication between the devices. With the
existing MAC IP core. The communication is established
between FPGA and the PC. The FIFO module is used for
the verification of the communication established between
the FPGA and the PC. Data from the FIFO is written to the
block RAM. The data read from block RAM is transmitted
through the twisted copper Ethernet cable to PC, the same
is repeated for UART also. The Wireshark software is used
to view the data packet in the UDP format. The duplex
communication has also been established between the
devices through the ping command.
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