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Abstract 
Based on Bayesian statistics using the expected a posterior (EAP) estimation, we forecast time evolution of meteorological data, 

such as the temperature, at a target point via information on a set of time-series of the temperatures at sampling points selected 

by the metric multi-dimensional scaling (metric-MDS), without using information on that of the target point. Using numerical 

calculations with respect to the climate statistics in Kanto district, we clarify that the metric-MDS can select a set of sampling 

points whose data are similar to that of the target. Then, we clarify that the EAP estimation succeeds in predicting time evolution 

on the temperature in Maebashi using the set of time-series of the temperatures at the selected sampling points around Maebashi. 

Also, we find that the EAP estimation predicts the time evolution of the temperature more accurately than the conventional auto-

regressive model. 
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1. INTRODUCTION 

For a long time, a lot of researchers have been investigating 

data-driven information technology [1]-[9] due to the 

development of computer technology. In this field, the 
researchers have applied various data-driven information 

techniques, such as Bayesian belief network [1]-[3] and 

visualization techniques [4]-[6] for various problems, such 

as probabilistic reasoning and decision making. Especially, 

in order to predict time evolution of large-scale data, many 

researchers have proposed a large variety of techniques [7]-

[9] such as the auto- regression (AR) model and its variants. 

Also, various techniques in the Bayesian statistics have been 

studied for these problems. In recent years, theoretical 

physicists have applied statistical mechanics to various 

problems in information science and technology [10],[11], 
such as image restoration. Some researchers [12]-[14] have 

constructed time-series prediction for stock markets based 

on the statistical mechanics of Ising model. 

 

On the other hand, a lot of researchers have studied 

meteorology, as a typical interdisciplinary field, to clarify 

meteorological phenomena bounded by earth’s atmosphere. 

Currently, the global scale model (GSM) has been used for 

daily weather forecast in many countries. However, the 

weather forecast via the GSM is not so accurate for various 

industries, such as agricultural industry, due to the shortage 

of sampling points where meteorological data can be 
observed periodically. For this problem, researchers forecast 

meteorological data in local areas, some researchers have 

proposed techniques for forecasting meteorological data in 

local areas. 

In this study, we constructed a technique of time-series 
prediction for meteorological information on the target point 
on the basis of Bayesian inference via the expected a 
posterior (EAP) estimation corresponding to the statistical 
mechanics of the Ising model. Here, we predict time 
evolution of temperature at a target point using the time-
series of the temperatures observed at several sampling 
points selected by the visualization technique which is called 
as the metric multi-dimensional scaling (metric-MDS) [10], 
[11]. In this method, we first estimate the similarity between 
the set of time-series of the temperatures. Then, we 
investigate the performance of the present method for time-
series prediction on the temperature at the target point 
(Maebashi). In this study, we used the set of the time-series 
of temperature at the target point (Maebashi) and 22 
sampling points around Maebashi. First, in order to select 
the appropriate set of the time-series of the temperatures, we 
described the two-dimensional constellation with the use of 
the metric-MDS which visualized the similarity between the 
time- series of the temperatures at the sampling points. 
Numerical simulations with respect to 23 time-series of the 
temperatures clarified that the set of the temperatures at 
several sampling points evolved with high degree of 
similarity to that of Maebashi. Next, with the use of these 
temperatures selected by the metric-MDS, we carried out the 
time-series prediction of the temperature at Maebashi based 
on the Bayesian information processing using the expected a 
posterior (EAP) estimate. We clarified that the present 
method succeeded in the time-series prediction of the 
temperature in Maebashi utilizing the appropriate set of the 
time-series of the temperatures selected by the metric-MDS, 
if we set an initial condition on the hyper- parameters 
appropriately. 



IJRET: International Journal of Research in Engineering and Technology        eISSN: 2319-1163 | pISSN: 2321-7308 

 

_______________________________________________________________________________________ 

Volume: 03 Special Issue: 17 | IACEIT-2014 | Dec-2014, Available @ http://www.ijret.org                                           21 

 
Fig. 1. An example of sampling points 

 

 
Fig.2 An example of constellation in two dimensions 

 

Also, we found that the present method works more 

accurately than the  conventional AR model under the 

appropriate initial condition. Next, we estimated the 

robustness of the present method with respect to the tuning 

of initial condition of the hyper-parameters. We first 

clarified that tuning the probabilistic fluctuations around the 

MAP solution are important to realize time-series prediction 

with high degree of accuracy. Also, we find that the 

ferromagnetic interactions between neighboring Ising spins 

are useful for improving the accuracy of the present method, 

if we appropriately tune the hyper- parameter J respective of 
the parameters h1, h and β. Then, in order to clarify the 

availability of the time-series of the temperatures at 

neighboring sampling points for the present method, we 

evaluated how the mean squared error depended both on the 

number of sampling points and hyper-parameters. Here, we 

found that the accuracy in time-series prediction was 

improved by selecting the neighboring sampling points 

selected by the metric-MDS appropriately. 

 

The content of this paper is as follows. First, we show the 

present method for time-series prediction on the temperature 
on the basis of the Bayesian inference using statistical 

mechanics of Ising model. Then, we show the visualization 

technique using the metric-MDS for the set of the time-

series of the temperatures of the sampling points named as 

Maebashi and 22 sampling points around Maebashi. After 

that, we show the technique of the time- 
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Fig. 3 (a) a constellation for the set of  the time-series of the 

temperatures at the sampling points in Kanto district from 

Fig. 2 (a) a constellation of time-series of temperatures at 

Maebashi and its 22 neighbors from 12:00 to 15:00 11th 

July 2013, (b) a constellation of time-series of temperatures 

at Maebashi and its 22 neighbors from 11:00 to 15:00 11th 
July 2013, (c) a constellation of time-series of temperatures 

at Maebashi and its 22 neighbors from 10:00 to 15:00 11th 

July 2013, (d) a constellation of time-series of temperatures 

at Maebashi and its 22 neighbors from 10:00 to 15:00 11th 

July 2013. 

 

series of the temperature in Maebashi using the set of the 

time-series of the temperatures of the sampling points 

selected among the 22 sampling points due to the metric-

MDS in two dimensions. Further, we show the performance 

of the present method using numerical calculations for the 
previous data. The last part is developed to summary and 

discussion. 

 

2. GENERAL FORMULATION 

For a long time, a lot of researchers have been investigating 

data-driven information technology [1]-[9] due to the In this 

chapter, we show our formulation for forecast time 

evolution of the meteorological data, such as the 

temperature at the target point based on the expected a 

posterior (EAP) estimation by utilizing the time-series of 

temperatures at several sampling points which are selected 

using the MDS among the sampling points around the target 

one. First, we outline our general formulation for forecasting 
the time evolution of the temperature at the target point on 

the basis of the EAP estimate corresponding to statistical 

mechanics of the Ising model in two dimensions. In this 

formulation, we carry out the metric-MDS to select several 

sampling points whose temperatures synchronously change 

with that in Maebashi among the set of the sampling points 

in Kanto district. Next, with the use of information on these 

sampling points, we predict the time evolution of the 

temperature at the target sampling point. Here, we show the 

technique for forecasting the time evolution of the 

meteorological data at the target point by making use of the 

temperatures at the set of the sampling points including the 

target one on the basis of the Bayesian inference using the 

EAP estimation. 

 

In this formulation, let us suppose a set of time-series on the 
temperatures {yi(t)}. Here yi(t) denotes the time-series of the 

temperature at the i-th sampling point as 
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Here, c is a scaling parameter we should set appropriately so 

that the absolute value of Δyi(t－T) is less than unity. Then, 

T denotes a sampling interval. Then, we forecast the time 
evolution of the temperature with the use of the set of the 

temperature differences Δyi(t－T) (i=1,…,N) observed at the 

N sampling points. Then, in order to infer the time evolution 

of the temperature at the target point, we consider a set of 

Ising spins {Si(t)} in two dimensions. Here, Si(t) (=±1) is the 

Ising spin at the i-th sampling point at t. By making use of 

these Ising spins {Si(t)}, we infer the difference of the 

temperature Δyi (t) as 
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which is averaged over the probability expressed as the 

Boltzmann distribution: 
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Here, J, h1 and h are hyper-parameters. Then, the first term 
in the right hand side of eq. (5) is the prior information that 

time evolution of temperatures changes synchronously 

between at the target point and its neighbors, if these are 

located within the same plain. Then, the 2nd and 3rd terms 

in the right hand side of the eq. (5) are the likelihood which 

represents the long-term changes in the temperatures at 
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those sampling points. Here, we note that we predict the 

time-series of the temperature at the target point without 

using the observed information on the target point, if we set 

to h1=0, and then that we predict the time-series of the 

temperature without using any observed information, if we 

set to h1=0 and h=0. 
 

Here, we show the technique called as the metric-MDS 

which is one of the techniques for visualization with respect 

to large-scale data. Especially, we use this technique to 

visualize the similarity of the time-series of the temperatures 

between the target and other sampling points by making use 

of the constellation of these data of the sampling points in 

two or three dimensions. Here, we show how to draw the 

constellation in two dimensions due to the metric MDS. 

In order to draw the constellation of the time-series of the 

temperatures, we utilize the metric MDS. For this purpose, 
we first consider a set of the correlation coefficients: 
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In above equations, W denotes the range of the time window. 

Then, we transform the correlation coefficients into a set of 

distance   as 
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Next, in order to describe the constellation of the set of the 
time-series of the temperatures, we map the set of the time-

series of the temperatures {yi} onto a set of the points {xi} 

(xi = (xi1, xi2,…, xiP ), i=1,…,N) in the P-dimensional 

space. Here, the set of the points xi = (xi1, xi2,…, xiP ) are 

satisfied with the relations: 
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Then, if we consider three points xi, xj and xk among the set 

of the points {xi}, then we define an inner product between 

position vectors xj and xk as 
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with the use of the position vector xi according to the law of 

cosines. Then, because the set of the position vectors {xi} is 

translational invariant, so we may rewrite {xi} into {xi} as 
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so that the mass center of the set of time-series is located at 

the origin. In this representation, the inner product between 

xj and xk is then expressed as 

 

.
2

1
2

2

2

1

2

1

2

1










 N

d
d

N

d

N

d
xxxx

jk

jk

N

k

jk
N

j

jk
P

m
kmjmkj  

                                                                                         (17) 

 

Further, we consider the N×N matrix B whose entry (j,k) is 

an inner product between xj and xk. Then we can describe the 
realistic symmetric matrix: 
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using P×N matrix: 
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As the matrix B is real symmetric, we carry out the 

eigenvalue decomposition using an orthogonal matrix Y as 
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where Y is the matrix composed by arranging eigenvectors 

of the matrix B perpendicularly.  Then, Λ is the diagonal 

matrix that each entry is eigenvalues of the matrix B. The 

constellation of N points is obtained as 

 

ΛYX  .                                                       (21) 

 

Here, is the matrix whose eigenvalues are the square root of 

those of the matrix B. 

In order to clarify the performance of the present method for 

time-series prediction, we estimate the root mean square 

(RMSE): 

 

                          (22) 

 

which denotes the hour-wise accuracy between the observed 
and predicted values. 
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3. PERFORMANCE 

In this chapter, we investigate the performance of the 

present method for the time-series prediction of the 

temperature at Maebashi using the EAP estimate by utilizing 

the time-series of the temperatures at Maebashi and 22 

sampling points around Maebashi in Kanto district, such as 

Kusatsu and Tokyo. Here, as shown in Fig. 1, we use the set 
of time-series of the temperatures both at Maebahsi and 22 

sampling points around Maebashi in Kanto district form 1st 

July 2013 to 30th July 2013. First, we examine the 

efficiency of the metric-MDS which selects the time-series 

of the temperatures at sampling points with high degree of 

similarity to Maebashi. Then, we examine the accuracy of 

the EAP estimate for the time-series prediction of the 

temperature at Maebashi. 

 

Here, we investigate the performance of the metric-MDS to 

select the set of the sampling points whose time-series of the 

temperatures are similar to that of the target point. Here, we 
select the set of the sampling points among 22 sampling 

points located around Maebashi in Kanto district. Here, as 

shown in Fig. 2 and Figs. 3(a)-(d), we draw the 

constellations of the set of the time-series on the 

temperatures of 23 sampling points. Here, we set the range 

of time window to W=743 (3,4,5,6). 

 

First, we examine which points are close to that in Maebashi 

from the constellation in Fig. 2. As shown in this figure, we 

find that the set of the points was distributed around the 

origin. We find that the sampling point closest to the target 
point (Maebashi) is Kanuma. Here, we note that the 

minimum distance from Maebashi to Kanuma is 0.3566 and 

the correlation coefficient between these sampling points is 

0.7457. Then, we find that the time-series of the temperature 

at Maebashi is similar to those at Kanuma, kiryu, 

Kamisatomi, Utsunomiya Isezaki and so on. 

 

Then, we examine how the accuracy of the time-series 

prediction depends on the range of the time window W, if 

we set the time window as W=3 (from t=12:00AM to 15:00), 

4 (from t=11:00AM to 15:00), 5 (from t=11:00AM to 15:00), 

6 (from t=10:00AM to 15:00). As seen from Figs. 3 (a)-(d), 
we find that the accuracy for the time-series prediction is 

dmin=0.0138 (0.0232, 0.0571, 0.1292), if we set to W = 3(4, 

5, 6). These results show that the minimum distance dmin 

from Maebashi becomes longer with the increase in the time 

window from W=3 to W=6. These figures indicate that the 

similarity of the sampling point with minimum distance to 

the target point (Maebashi) depends on the choice of the 

time window W. For instance, the sampling point nearest to 

the target point (Maebashi) is Kuki (Chichibu), if we set to 

W=3, 4, 5 (W=6) in the pattern of the constellations. 

 
In this chapter, we investigate how the accuracy of the EAP 

estimation for the time-series prediction on the temperature 

at Maebashi from 30th July 2013 to 1st, July, 2013. In this 

simulation, we use the sampling points selected by the 

metric- MDS in two dimensions among 22 sampling points 

in Kanto district. 

 

 
Fig. 4. Root mean square error as a function of the number 

of the sampling points composed of Maebashi and its 

neighbors. Each value is estimated under an appropriate 

condition. 

 

 
Fig. 5. Time-series of the temperatures in Maebashi (true), 

time-series of the temperatures predicted due to the EAP 

estimation and that due to the conventional AR model. 

 

 
Fig. 6. RMSE as a function of the parameter β, if we set to 

h1=0.05, h=0.05, J=0.35. 
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Fig. 7. RMSE as a function of the parameters h and J, if we 

set to β=0.98, h1=0.05. 

 

First, we examine how the accuracy of the present method 

depends on the number of the sampling points around 

Maebashi. In order to realize high performance, we utilize 

the set of time-series on the temperatures. Here, we select 

several sampling points around Maebashi by making use of 

the two-dimensional constellation in Fig.2. As shown in Fig. 

4, we find that the accuracy for time-series prediction is 
improved with the increase in the number of the sampling 

points from N=1 to N=4, and that the optimal performance 

is achieved by using 4 time-series of the temperatures of 

sampling points, i.e. Kanuma, Isezaki, Kamisatomi and Sano. 

However, we find that the accuracy is suppressed with the 

increase in the number of the time-series of the temperatures, 

if N>6. This means that the time-series of the temperatures 

with high degree of similarity to that in Maebashi are 

available of improving the accuracy of the time-series 

prediction on the temperature in Maebashi. 

 
Then, we first show in Fig. 4 the time evolution of the 

temperature in Maebashi from 1st July to 30th July in 2013 

predicted both by Bayesian inference using the EAP 

estimation and the conventional auto regression (AR) model. 

This figure shows that the EAP estimation achieves the 

time-series prediction on the temperature with high degree 

of accuracy in comparison with the conventional AR model, 

if we use the set of the time-series of the temperatures of the 

sampling points, i.e. Kanuma, Kiryu, Utsunomiya, Sano and 

Maebashi, which are appropriately selected by the metric-

MDS and set the hyper-parameters to h1=0.05, h=0.05, J 

=0.35 and β =0.98. Next, we evaluate how the RMSE 
depends on the parameters, such as β, J and h. As shown in 

Fig. 6, we find that the RMSE is minimized (RMSEopt= 

0.9888) at β=0.98, if we set to J=0.35, h1=0.05 and h=0.05.  

Also, we find that the accuracy of the present method 

becomes worse in the limit of β→0 (β→∞). These results 

indicate that tuning the probabilitic fluctuations around the 

MAP solution of the assumed cost function in eq. (5). Then, 

as shown in Fig. 7, we evaluate how the RMSE depends on 

the hyper- parameters J, h1 and h, if we set to β=0.98. This 

figure indicate that the optimal performance is achieved, if 

we set to J=0.35, h1=0.05, h=0.05 and β=0.98. This 
indicates that the ferromagnetic interactions between Ising 

spins are available of improving accuracy for time-series 

prediction on the temperature in Maebashi, and that the 

external fields h1 and h, both of which enhance the observed 

information are also effective for improving the accuracy for 

this problem. 

 
The above results indicate that the present method is useful 

for improving the accuracy of the time-series prediction by 

making use of several time-series of the temperatures around 

Maebashi. 

 

4. SUMMARY AND DISCUSSION 

In the previous chapters, based on statistical mechanics of 

the Ising model, we have constructed the technique for the 

time-series prediction on the temperature at the target point 

(Maebashi) by utilizing the set of the time-series of the 

temperatures around the target point. Then, we have 

estimated the performance of the present method for the 

time-series prediction with respect to the set of the time-
series of the temperatures at the target point and 22 sampling 

points around the target point. Using numerical calculations 

for the set of time-series of the temperatures, we have found 

that the present method achieved the time-series prediction 

on the temperature at the target point by tuning the 

probabilitic fluctuations around the MAP solution, and also 

that the accuracy of the present method was improved by 

utilizing the set of the time-series of the temperatures at the 

sampling points appropriately selected by using the metric-

MDS. Also, we find that the present method succeeded in 

time-series prediction at the point where no information was 
observed, if we utilized the set of the time-series of the 

temperatures appropriately selected by the metric-MDS 

under the appropriately condition. 

 

As a future problem, we are going to apply this technique to 

the time-series prediction on the electricity power used in 

the small-scale organization. 
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