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Abstract 
Virtualization is a popular solution that acts as a backbone for provisioning requirements of a cloud-based solution. And virtual 

machine migration is key enabler for dynamic resource management in cloud-based systems. Live virtual machine migration transfers 

the “state” of a virtual machine from one physical machine to another thereby can mitigate overloaded conditions and enables 

uninterrupted maintenance activities. In this paper we will come across three main scenarios in virtual machine migration: when, 

which and where to migrate. Main discussion area in this paper is the scenario, “where to migrate”, to choose the destination  node to 

which virtual machine get migrated. A bad choice would lead to a cascade in migration and thereby will create a cyclic effect. So we 

have to select the better node in order to minimize further migration. For this, we propose a MVMM algorithm to minimize the virtual 

machine migration. 
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1. INTRODUCTION 

Cloud computing [1] provides a “computing-as- a-service” 

model in which compute resources are made available as a 

utility service — an illusion of availability of as much 

resources (e.g., CPU, memory, and I/O) as demanded by the 

user. Moreover, cloud users pay only for the amount of 

resources (a “pay-as-use” model) used by them. This model is 

different from earlier infrastructure models, where enterprises 

would invest huge amounts of money in building their own 

computing infrastructure. Generally,     traditional data centers 

are set to meet the peak demand, which results in wastage of 

resources during non- peak periods. To mitigate the above 

problem, modern-day data centers are shifting to the cloud. 

However, implementing cloud-based data centers requires a 

great deal of flexibility and agility. For example, the dynamic 

scaling and shrinking requirement needs compute resources to 

be made available at very short notice. When computing 

hardware is overloaded, it may be required to dynamically 

transfer some of its load to another machine with minimal 

interruption to the users. Virtualization technology can 

provide these kinds of flexibilities. 

 

We discuss the use of virtual machine migration [2] for 

dynamic resource management in virtualized-based cloud 

systems. As mentioned earlier migration is the process of 

transferring state of a virtual machine (VM) from one physical 

machine (PM) to another. Different techniques of migration 

exits such as suspend-and-copy, pre- copy and post-copy.  In 

suspend-and-copy virtual machine is suspended and copies all 

its pages and resumes at the destination machine. In pre-copy 

method it transfers all its pages to the destination without 

suspending the virtual machine. Once all the necessary pages 

are transferred VM at the source is suspended and resumes at 

the new source (destination). Live migration aim to minimize 

the downtime of virtual machine either by transferring pages 

before the machine gets suspended or copying minimal state 

(post-copy) to start the VM and using demand-paging over the 

network to fetch the remaining state. 

 

In the current cloud computing environments, VM resource 

scheduling only considers the current system condition and 

ignores the previous state of system which causes the system 

load imbalance. Number of VM migrations is more when most 

of the load balancing takes place. The entire migration cost 

becomes a problem when most of the VMs are migrated. So 

it’s necessary to minimize the migration of VMs so that we 

could radically improve the performance of the entire system 

and saves a much amount of migration cost. So our proposed 

prediction algorithm provides a solution to the mentioned 

problem and also embraces multiple aspects and provides an 

insight into their interactions of today’s cloud centers. The 

main features of our algorithm can be listed as follows: 

 Resource usage statics of each VM; 

 Predicting job completion time; 

 Cascading in migration in avoided; 

 Minimizes overloading conditions; 

 

The rest of the paper is organized as follows: In section 2, we 

survey related work in dynamic resource allocation and live 

migration in cloud computing environment. In section 3 we 

will discuss about the proposed system. In section 4 we do the 
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performance analysis on our proposed algorithm. Finally, in 

section 4 summarize our findings and conclude the paper. 

 

2. RELATED WORK 

Cloud computing has attracted considerable research attention, 

but only a small portion of the work has been done so far. 

Many research works carried out in the field of resource 

allocation and migration. Here, we survey those that proposed 

certain methods and models for migration and resource 

allocation. 

 

In [3], the authors studied about resource allocation 

mechanism that takes place in VM-based data centers. Here 

they introduce two-tiered on demand resource allocation 

mechanism that differs from traditional resource allocation 

mechanisms in adding resource management level for VMs. 

They proposed on demand resource allocation algorithms and 

models to make resource allocation more dynamic. But they 

didn’t mention any method to reduce the overloading 

condition in virtual machines. 

 

In [4], discusses about the framework that is used in managing 

the clusters of virtual machines. Even though it implements 

basic management mechanisms such as creating, destroying, 

and migrating virtual machines, it doesn’t mention any method 

how to minimize the migration of virtual machines. 

 

In [5] and [6], author’s mentions about the priority based 

resource allocation and threats that exits in virtual migration 

respectively. [7] discusses the design options for migrating 

OS’s running services with liveness constraints, focusing on 

data center and cluster environments. Author’s discusses in 

detail about the different phases in virtual machine migration. 

In [8], author discusses about the dynamic resource allocation 

in cloud environment by using VM migration. They present a 

system that use virtualization technology to allocate data 

center resources dynamically based on application demands 

and support green computing by optimizing the number of 

servers used. It explains about the situation in which VM get 

migrated. A VM is migrated when there is hot spot detection. 

A server is defined as a hot spot when its resource utilization 

is above a hot threshold value. This indicates that server is 

overloaded and some of its VMs running on it should be 

migrated away. 

 

As can be seen, no reported works covers the aspect of 

minimizing the VM migration. This has motivated us to 

develop a new algorithm to choose the destination node 

(server) in such a way that there won’t be any cascade in 

migration. In reference to [8], we also modified the algorithm 

that to decide when to migrate and which VM to migrate in 

the way mentioned below.  

 

 

 

3. PROPOSED WORK 

3.1 When to Migrate 

There are many situations when migration of VMs becomes 

necessary to maintain the overall efficiency of the data center. 

These situations can be hot spot, periodic, load imbalance, and 

addition of VMs. We are considering the situation of hot spot 

over here. As we discussed earlier a server is said to be hot 

spot if its resource utilization is above a threshold value. Let 

that threshold value be HT. Now for every node, Ni, we need 

to find the load of each node and let it be L(Ni). Let the total 

sum of loads be SL. Now we will calculate the average of 

loads present in all nodes and introduce another factor called 

hot spot factor (α). Based on average value and hot spot factor 

we determine the threshold value. So nodes with loads greater 

than the threshold value will be considered as hot spot nodes. 

Step by step algorithm is shown below.  

 

Algorithm 

 For each node Ni find load of Ni, i.e. Find L(Ni); 

 Set SL=0, α be hot spot factor with value 1.2; 

 For each node Ni do the following; 

 SL=SL+L(Ni); 

 Average (avg)=SL/Ni; 

 HT=α * avg; end for; 

 For each node Ni repeat up to step 9; 

 If L(Ni) > HT then proceed to next step; 

 Mark the node as hot spot node; end for; 

 

It is not necessary that all hot spot nodes need to migrate. We 

will perform the following algorithm on hot spot nodes to 

determine which node to migrate. 

 

3.2 Which to Migrate 

Selecting one or more VMs for migration is a crucial decision 

of the resource management heuristics. The migration process 

not only makes the VMs unavailable for a period of time but 

also consumes resources like network, CPU on source and 

destination server. So it is important to make the correct 

decision in choosing which VM to migrate. 

 

Here we would consider only those nodes that are hot spot 

nodes. Let HN be the list of hot spot nodes. A node or VM is 

not considered for migration if it is already a migrated one. 

Here in this algorithm we setup a three threshold values such 

as threshold-input-length (TIL), min-threshold-input-length 

(MTIL) and threshold time T. For every node or VM in HN 

we consider both the total balance input and processed input 

percentage. We select those nodes or VM with balance input 

greater than the TIL value and processed input lengths less 

than MTIL for migration. Step by step algorithm is shown 

below. 
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Algorithm 

 Initially set values to TIL, MTIL and threshold time T; 

 If current-last-migration time > T then go to next step; 

 For every node in HN do the following; 

 If node (i) not migrated go to next step; 

 If balance input (i) > TIL go to next step; 

 If processed input percentage (i) < MTIL go to next 

step; 

 Select the node (i) for migration; end for; 

 

3.3 Where to Migrate 

During migration destination PM should have enough 

resources so that it can support incoming migrating VM. Here 

we will discuss about the MVMM algorithm used to select the 

destination for migrating VMs. The core part of MVMM 

algorithm depends upon a VM allocation matrix (VA). So let’s 

see VA matrix in detail. 

 

In VA matrix each column represents VMs in the order of job 

completion time. This completion time can be calculated on 

the basis of speed at which each job on the VMs is processed. 

Each row of VA matrix represents the number of PMs in the 

entire system. Each value in matrix, say VA[i][j], represents 

the number of loads pending in PM[i] when VM[j] terminates. 

Now we will find the HT value using the same method 

mentioned in the algorithm when to migrate. Now we find the 

number of overloaded nodes on the basis of HT value for each 

column in VA matrix. We repeat this step for every column 

and calculate the sum of all overloaded nodes and are set as 

Migrating Index (MI) value. This MI value plays a pivot role 

in MVMM algorithm. 

 

The above mentioned VA matrix can be explained with an 

example. Let VM1, VM2, VM3 and VM4 represents virtual 

machines in the column of the matrix and is in the order of job 

completion time. Let PM1, PM2 and PM3 represents the 

physical machines in the rows of VA matrix. 

 

Table -1: VA matrix 

 

Each value in matrix represents the number of loads pending 

in each PMs. Here the HT value at the time of termination 

VM1 is 3.6 (HT=avg * α). Here the avg = 3 ((2+4+3)/3) and 

value of α is set as 1.2. So at the time VM1 terminates number 

of nodes that exceeds the HT value is 1. This value is set in the 

last row. 

 

Now let’s see how algorithm works. Let P1, P2.., Pn be the 

nodes (PM) present in the system. Let MV be the virtual 

machine to migrate.  For each node Pi, let’s assume that MV is 

allocated to node Pi. Now we find the Migration Index (MI) 

value for every allocation using VA matrix. After calculating 

all the MI values, we find the node Pi with minimum MI 

value. So we allocate MV to that node. Hence in following 

this algorithm we could minimize the migration of VMs. Step 

by step algorithm is shown below. 

 

MVMM Algorithm 

 Let P1, P2,…,Pn be the nodes(PM); 

 MV is the VM to migrate; 

 For each node Pi, assume MV is allocated to Pi; 

 Calculate Migration Index (MI); 

 End for; 

 Allocate MV to node with minimum MI value; 

 

4. PERFORMANCE ANALYSIS 

The resulting algorithms have been implemented and a graph 

has been plotted. From the table 1, it is clear that Migration 

Index (MI) is a measure of future migration. And our 

algorithm considers a different allocation sequence and finally 

select sequence with minimum MI. But in the case of 

algorithms used in previous works select any of sequence 

without considering MI. So as the number of VMs increases 

there is a drastic increase in migration using normal migration 

algorithms that leads to a situation that we cannot manage it. 

But in our algorithm, migration increases only linearly with 

increase in VMs. 

 

From the graph plotted it is proved that our MVMM algorithm 

minimizes the virtual machine migration in cloud environment 

and there by increases overall performance of the cloud 

system. 

 

 

 VM1 VM2 VM3 VM4  

PM1 2 3 1 2  

PM2 4 2 3 3  

PM3 3 3 1 4  

HT 3.6 3.2 2 3.6  

No: of 

overloaded 

nodes 

1 0 1 1 MI=3 
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Fig -4: Performance comparison graph 

 

5. CONCLUSIONS 

In this position paper, we present a novel approach to 

minimize virtual machine migration in cloud computing 

environment. Our modified approach reduces migration 

overhead up to 75% and the above graph plotted is a proof for 

that. We only concentrate on minimizing VM migration and 

eliminate starvation. But we are not considering time 

complexity factor of our algorithm MVMM 
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