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Abstract 
Lung cancer is the most critical reason for death. To enhance cancer detection the radiologists using distinctive scans and X-ray’s. 

Consequently, we use CT scan images for inspecting the interiors of the body.  An automatic cancer detection system proposed to 

distinguish cancerous tumor from the CT scan images. The cancer detection scheme consists of four stages. They are preprocessing, 

segmentation, feature extraction and classification. These four levels are used in image processing to enhance the tumor identification 

precision. The final outcome of this paper is to find cancer tumor as benign (or) malignant. 
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1. INTRODUCTION 

Lung cancer is the most cause of cancer death in the worldwide. 

Early detection and treatment of lung cancer is exceptionally 

vital. Uncontrolled cell growth causes cancer. Lung cancer oc-

curs for out-of-control cell growth in one or both lungs. Ciga-

rette smoking is the most critical reason for lung cancer; other 

factors such as environment pollution, mainly air, and excessive 

alcohol may also be contributing to lung cancer. These atypical 

masses are called tumors. Tumors are either non-cancerous (be-

nign) or cancerous (malignant). 

 

Ankit Agrawal[1] developed a lung cancer outcome calculator; 

it surveys the cancer level based on the patient report. The paper 

[2], serves the second opinion to the specialists in improving the 

fastness and accuracy of cancer detection. The association rule 

mining technique is used to find hot spots in lung cancer data-

sets. The datasets are having different nominal and numeric 

attributes [3]. Virtual dual energy (VDE) radiography images 

are used to detect cancer tumor, using this VDE technology, cut 

the overlapped ribs and clavicles between the tumors [4]. Chest 

x-ray images are used to diagnose lung diseases. Hence, Gaus-

sian based matching, local binary pattern and gradient oriented 

features are used to diagnose lung cancer [5]. Breath hold CT 

image sequences are used to estimate the lung air volume and 

its variations in an image sequence [6].  

 

Lung cancer risk prediction system for predicting the risk le-

vels of the patient. It uses k-means clustering algorithm for 

identifying relevant and non-relevant data. This risk prediction 

system should helpful in the detection of a person's predisposi-

tion for lung cancer [7]. The texture features are extracted us-

ing gray level co-occurrence matrix. For classification, SVM 

classifier is used [8]. Canny edge detection and flood-fill algo-

rithms are applied to find the tumors and rule based technique 

is applied to classify the cancer nodules [9]. Classification of 

the lung cancer by artificial neural network is depicted in [10]. 

Positron emission tomography (PET) images are taken and 

active shape model has been used to segment the tumor in 

[11]. Multilevel thresholding approach and data fusion tech-

niques are used to segment medical color image segmentation 

[12]. The electronic nose detection system takes the small 

print of cancer affected patients and it checks the variations in 

the smell print [13]. Data mining is useful in lung cancer clas-

sification and Ant colony optimization algorithm helps in in-

creasing or decreasing the disease prediction [14]. Cancer 

gene expressions are used, to detect cancer; decision rule and 

ensemble learning algorithms are used for classification in 

[15].  

 

Our work in this paper presents an automatic cancer detection 

system to find the lung cancer tumors using the lung CT 

(computed tomography) images. The lung cancer detection 

scheme consists of four stages.  They are preprocessing, seg-

mentation, feature extraction, classification. Preprocessing is 

the initial stage in order to remove the unwanted noise present 

in the original image using median filter. The segmentation is 

the second stage. This stage is used to identify the cancer tu-

mor from lung CT images using edge detection and boundary 

tracing. A third stage is feature extraction, this stage is used to 

find the size of the tumor based on the area, perimeter, and 

irregularity index. The final stage is classification stage, this 

stage is to separate the tumor as benign (or) malignant.  To 

classify the lung cancer, by using the data mining, classifica-

tion techniques like SMO (Sequential Minimal Optimization), 

J48 decision tree, Naive Bayes. Once the classification is per-

formed, we have to compare the experimental results of the 

above classification techniques, and determine which one 

gives accurate and correct answers.  

 

Data mining is the non-trivial extraction of implicit, previous-

ly unknown and potentially useful information about data. 
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Data mining, classification techniques is used in this project, 

sequential minimal optimization is often slow to converge to a 

solution-especially when the data is not linearly separable in 

the space spanned by the nonlinear mapping. Naive Bayes 

implements the probabilistic Naive Bayesian classifier. This 

can improve performance if the normality assumption is gross-

ly incorrect. The naive Bayes algorithm is based on the proba-

bility. An advantage of Naive Bayes is that it only takes a 

small amount of training data to estimate the parameters ne-

cessary for classification. J48 algorithm is based on decision 

tree. The J48 decision tree algorithm identifies the attributes 

that must be used to separate the tree further based on the no-

tion of information. The logit boost algorithm is an implemen-

tation of additive logistic regression which performs classifi-

cation using a regression scheme as the base learner, and can 

handle multi-class problems. 

 

Types of tumors 

 Benign 

 Malignant 

 

Benign 

If the tumor is benign, then the size of the tumor is less than 

3mm. This is starting level of cancer tumor. Under this catego-

ry is easily curable. 

 

Malignant 

If the tumor is malignant, then the size of the tumor is greater 

than 3mm. This is an uncontrollable level of cancer tumor. 

Under this category is not curable. 

 

2 MATERIALS AND METHODS 

2.1 Preprocessing Stage 

Preprocessing is the initial stage is to remove unwanted noise 

present in the original image using a median filtering tech-

nique. The goal of median   filtering is to filter out noise that 

has corrupted image. It is based on a statistical approach. Typ-

ical filters are designed for a desired frequency response. Me-

dian filtering is a nonlinear operation often used in image 

processing to reduce “salt and pepper” noise. 

 

A median filter is more effective than convolution when the 

goal is to simultaneously reduce noise and preserve edges. The 

median filter is a nonlinear digital filtering technique, often 

used to remove noise. Such noise reduction is a typical pre-

processing step to improve edge detection on an image. The 

Fig-1 show entire process of this paper. 

 

 
 

Fig -1: Block diagram of the proposed technique 

 

2.2. Segmentation Stage 

Segmentation stage is to separate the objects and borders 

(lines, curves) in an image. The original image is converted as 

a binary image that has only two possible values for each pix-

el. Typically the two colors used for a binary image are black 

and white, though any two colors can be utilized. Boundary 

tracing, selecting the starting point and the direction are criti-

cal for certain objects, especially the object that has some 

holes inside. Here, non-body pixels are traced. 

 

Sobel method helps to discover the edges in an image, it does 

so by seeing the image gradient. Image gradient is the change 

in the intensity of the image. The intensity of the image will be 

of maximum value where there is a separation of two dissimi-

lar regions thus an edge must exist there. The gradient will be 

greater where the intensity value is very large. The Sobel op-

erator uses this greatest value to detect edges in an image. 

 

In this proposed method our region of interest is tumor extrac-

tion. The proposed method consists of following steps. 

1. The CT scan image is converted to grayscale image 

and we use a median filter to remove any noise if 

present. 

2. Then the grayscale image is converted into a binary 

image. A binary image constructed such that all pixels 

with the corresponding gray level greater than the se-

lected threshold are 1 and all other pixels are zero. 

3. Boundary tracing is applied to trace the outline of 

non-body portions in the lungs of the binary image. 

4. Morphological operation is used to delete all the un-

wanted pixel based on the pixel area. 

5. Smoothing is often used to produce a less pixelated 

image. 

6. The Sobel method finds edges using the Sobel ap-

proximation to the derivative. It returns edges at those 
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points where the gradient of I is maximized. 

7. In conclusion, the filling operations automatically de-

termines which pixels are in holes and then changes 

the value of those pixels from 0 and 1 and fills the 

holes in that binary image. 

 

2.3. Feature Extraction Stage 

Feature extraction is used to estimate the size of the tumor, to 

calculate the size of the tumor we need geometrical features 

like area, perimeter, irregularity index etc. 

 

 (1) 

 

The number of pixels having the values „1‟ in the image array 

gives the area of the segmented tumor image. The number of 

boundary pixels in the tumor image is estimated as the perime-

ter of the tumor image. 

 

2.4 Classification Stage 

To classify the lung cancer, by using the data mining, classifi-

cation techniques like Sequential minimal optimization 

(SMO), J48 decision tree, Naive Bayes, Logit boost etc., Once 

the classification is performed, we have to compare the expe-

rimental results of the above classification techniques, and 

find out which one gives efficient and correct results. For our 

convenience, we will use some data attributes like age at diag-

nosis, gender, marital status, smoking, panparag, tobacco, 

area, business, exercise, symptoms, treatment, tumor size,  

cancer stage and we include the feature extraction attribute 

like the size of the nodule as classification attributes. The final 

outcome of this project is to detect the cancerous nodule as 

benign (or) malignant.  

 

3. RESULTS AND DISCUSSION 

An automatic detection of lung cancer from CT images is per-

formed based on image processing techniques; the experimen-

tal results show step by step process of cancer detection 

scheme. The Fig-2 shows the input image, filtered image, bi-

nary image and boundary traced image. The original image 

has to be filtered using the median filtering technique to re-

move noise. The filtered image is converted into a binary im-

age. Then only we trace the boundaries of the non-body pixels. 

 

 

 
 

Fig 2 Input Image, Filtered Image, Binary Image and Boun-

dary Traced Image 

 

Fig-3 shows the edge detected image. The edge has to be de-

tected by Sobel edge detection method. After applying the 

Sobel method the edges are clearly visible. 

 

 
 

Fig 3 Edge Detected Image 

 

Fig-4 shows tumor detected image. From this image we can 

easily identify the cancer affected area with the contrast color. 

 

 
 

Fig 4 Tumor Detected Image 
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Fig-5 shows the SMO classification output. Fig-6 shows the 

decision tree based on tumor size; the decision tree shows how 

many patients under benign and malignant category. 

 

 
 

Fig 5 SMO Classification Output 

 

 
 

Fig 6 Decision Tree Based on Tumor Size 

 

Table 1 depicts the performance measurement of various clas-

sification methods and its corresponding accuracy in percen-

tage. Here Accuracy means the correctly classified instances. 

That is, malignant tumor correctly classified as malignant and 

benign tumor correctly classified as benign. 

 

 

 

 

 

 

Table 1: Performance Measurement 

 

 

4. CONCLUSIONS 

This proposed work addresses the image processing tech-

niques to recognize the cancerous nodule from the lung CT 

images. In this paper, we develop an automatic detection of 

lung cancer in CT images using several image processing 

techniques. The accuracy of the tumor detected is checked 

using data mining classification techniques. Finally, we com-

pare the classification techniques and find which one gives 

more correctness. 

 

Future work incorporates, creating neural network models for 

the foreseeing framework. We likewise want to do comparable 

dissection for various cancers. 
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