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Abstract 
BRAIN tumor is also a common curable disease, when it is diagnosed at the earlier stage. Diagnose of disease is depend on how 

efficiently the query image abnormality is accurately detected. The computer aided automated system such as content based medical 

image retrieval technique is used to retrieve query based images in the large database using combination of feature extraction and 

similarity matching methods. In this paper, we present an overview of CBMIR technique to classify brain images. This paper also 

includes literature survey on feature extraction and feature selection method with similarity matching algorithm. The main objective 

of this paper is to give comparison on existing methods and highlight the best method to retrieve similar tumor image from a large 

database. 
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-----------------------------------------------------------------------***---------------------------------------------------------------------- 

1. INTRODUCTION 

Content based image retrieval plays an important role in many 

applications especially in the medical field. Because of 

thousands of images produced by the hospitals everyday 

labeling the image and classifying abnormality by human 

intervention is a time consuming and difficult task. Further 

treatment planning is depend on how accurately the 

abnormality is detected , false detection may also cause wrong 

diagnosis leads to serious problem to face this situation the 

best content based image retrieval method is used to retrieve 

query based image from large database . 

 

Accurate result can be produced only with the help of 

automated computer aided technique. CBMIR can be useful 

for many diseases such as brain tumor, breast cancer, spine 

disorder problem etc which is acquired through many 

modalities such as CT scan, MRI, mammogram etc. In this 

paper we concentrate on MRI brain tumor images because 

brain is an important sense organ which controls and 

coordinate the whole homeostatic body function include heart 

beat blood circulation etc. So the accurate classification of 

brain tumor images is an important part of query based image 

retrieval from a large database. Retrieval of similar images is 

based on similarity matching measures between features of 

query image with the database images features. The first step 

in this method is preprocessing because noise or misalignment 

will occur usually while capturing the images. After that 

feature extraction takes place such as content of image is 

represented using set of  feature to avoid large input to the 

processing device and also we can‘t assure that all the content 

feature does not contain the useful information so the 

redundant features are reduced using some of feature selection 

method. Hopefully, this survey will help the medical 

Practitioner to detect the disease accurately for further 

treatment and also gives idea for innovation of hybrid 

technique for research scholar those who work in this area.  

 

This paper gives an overview of available literature in the field 

of content-based access to medical image data and on the 

technologies used in the field. Section II provides literature 

survey on image pre-processing. Section III contains the 

details of extracted features from an image. Section IV 

presents the literature survey on feature extraction techniques. 

Section V presents the literature survey on feature selection 

techniques. Section VI gives a comparative analysis on 

similarity matching and classification techniques. Section VII 

summarizes several concluding remarks and future work. 

 

Most of these systems have a very similar architecture for 

browsing and archiving/indexing images comprising tools for 

the extraction of visual features, for the storage and efficient 

retrieval of these features, for distance measurements or 

similarity calculation and a type of graphical user interface 

(GUI). This general system setup is shown in Fig. 1.  
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2. LITERATURE SURVEY ON IMAGE PRE-

PROCESSING 

Image preprocessing is the first step of image retrieval to 

ensure accuracy of subsequent steps. The images acquired 

through different modalities cause many artifacts such as low 

resolution, noise and extra cranial tissue etc. which reduces the 

accuracy of acquired result.  

 

In order to overcome the above problem preprocessing of an 

image is required. An analysis on filtering techniques such as 

Gabor & QMF filters for noise is performed by [1].These 

primitive methods along with reducing the noise blur the 

important and detailed structure necessary for subsequent 

steps. In order to increase the processing speed and to reduce 

the error probability of mammogram images Morphological 

top hat filtering algorithm is utilized in [2]. But these types of 

filtering are applicable for mammogram images only. To 

eliminate the noise in images, Gaussian filter is suggested in 

[3]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig -1: A framework of Content Based Medical Image 

Retrieval System 

 

The advantage of this filter is to reduce the noise as well to 

increase the contrast and intensity of an image. To improve 

image quality histogram equalization, edge detection, noise 

filtering and thresholding is proposed in [4]. Diffusion filtering 

combined with simple non-adaptive intensity thresholding is 

used to enhance the region of interest in [5]. The main 

drawback of this technique is non -adaptive nature of the 

threshold value. The noise removal technique using wavelet 

and curve let is implemented in [6]. Hybrid approach 

involving variance stabilizing transform (VST) are also used. 

But this technique is applicable only for image with Poisson 

noise. Combination of approaches such as local maximum, 

local minimum, local (max-min)/2, local mean, local median, 

local Mod are given in [7]. This will improve the image 

information content by suppressing the undesired distortions. 

A contras agent accumulation model is implemented in [8]. 

This improves only the contrast characteristics of an image but 

it is not eliminating the unwanted tissue. Weiner filter is used 

to remove noise in MR brain image is used in [9]. Apart from 

noise removal several other preprocessing steps are also to be 

considered in CBMIR. This includes image format conversion, 

image type conversion etc. the combination of three modalities 

of MR images for further processing is proposed in [10]. 

Though several preprocessing method are mentioned for 

removal of noise in an image, the removal of unwanted tissue 

and preserving needed image information content without 

blurring is highly essential for accurate retrieval of image from 

a large database. Some of the Pre-processing techniques are 

tabulated below: 

 

Table -1 Comparison of various preprocessing methods 

 

METHO

DS 

CHARACTERISTICS DISADVANTAGE

S 

Wavelet 

Transfor

m [6] 

Analysis image in 

different frequencies 

Missing of some 

original information 

during 

decomposition. 

Threshold

ing [4] 

Enhance the region of 

interest 

Non-Adaptive 

nature of threshold 

value 

Gabor 

and QMF 

[1] 

Removes only the noise Blur the details 

present in an image 

Morpholo

gical 

operator 

Used to segment the 

region of interest 

Doesn‘t remove 

noise or improve 

image quality 

 

3. TYPES OF FEATURES 

3.1 Visual Features 

This section describes the visual features that are used in the 

various applications. Feature contains information about image 

content that is needed to retrieve similar query images from 

database and also to classify the type of disease in the medical 

field. Visual features were classified in [12] into primitive 

features such as color or shape, logical features such as 

identity of objects shown and abstract features such as 

significance of scenes depicted. Still, all currently available 

systems only use primitive features unless manual annotation 

is coupled with the visual features as in [13]. 
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3.2 Color Features 

In stock photography (large, varied databases for being used 

by artists, advertisers and journalists), color has been the most 

effective feature and almost all systems employ colors. 

Although most of the images are in the red, green, blue (RGB) 

color space, this space is only rarely used for indexing and 

querying as it does not correspond well to the human color 

perception. Much effort has also been spent on creating color 

spaces that are optimal with respect to lighting conditions or 

that are invariant to shades and other influences such as 

viewing position [14, 15]. This allows identifying the colors 

even under varying conditions but on the other hand 

information about the absolute colors is lost. But in the 

medical domain, absolute color or grey level features are often 

of very limited expressive power unless exact reference points 

exist as it is the case for computed tomography images. 

 

3.3 Shape Features 

Shape describes the edge of an image however result of 

segmentation is also a one of the shape feature. Pattern 

recognition based on color and shape is mentioned in [22]. 

Fast and effective retrieval of tumor shape is given in  [23]. 

For patients with poor MRI quality, the texture and intensity 

features may prove inadequate for PF tumor segmentation. 

Though it gives information about images, the internal tissue 

present in a tumor image may lost and it causes 

misclassification. 

 

3.4 Texture Features 

Due to complex tissues present in an MR brain images 

classification through shape feature is difficult. For accurate 

classification, features that are used in medical field is called 

texture. Texture is a commonly used feature in the analysis 

and interpretation of images. It is characterized by a set of 

local statistical properties of pixel intensities. Analysis of 

texture feature is mentioned in [7] which improve the accuracy 

of classification. 

 

3.5 Features used in Medical Field 

As color and grey level features are of less importance in 

medical images than in stock photography, the texture and 

shape features gain more importance in [26]. Basically all of 

the standard techniques for texture characterization are used 

from edge detection using Canny operators [16] to Sobel 

descriptors [17]. [18,21,19] also use Fourier descriptors to 

characterize shapes, [16,20,19] use invariant moments and 

[16] also scale-space filtering. 

 

4. LITERATURE SURVEY ON FEATURE 

EXTRACTION  

The intention of Feature extraction is to reduce the original 

data set by measuring certain properties, or features, that 

distinguish one input pattern from another pattern [25]. The 

extraction of feature vector which consists of various feature 

components. It is generated to represent the content of each 

image in the database with accuracy and uniqueness. Spatial 

gray level co- occurrence matrix estimate the image properties 

related to second order statics. Haarlick [32] suggested the use 

of GLCM is one of the most well known method. The wavelet 

based texture feature for classification is used by [28]. Multi-

fractional Brownian motion (MBM) algorithm is used in [27]. 

The advantage of this method is image with different 

resolution gives same result. Modified Haar wavelet 

transformation is proposed in [29]. The texture features 

namely Contrast, correlation Homogeneity and Energy is used 

in [30]. This improves specificity and  accuracy of retrieved 

image. Auto color correlogram and correlation in [31] will get 

accuracy in less iteration. But the iteration is depending on the 

need of application. EI-Sayed et al. [24] has obtained the 

features related with MR images using discrete wavelet 

transformation (DWT). But all the techniques which use basic 

discrete wavelet transform which does not yield superior 

result. An improved version based on wavelet packet 

decomposition is implemented in [32]. The results revealed 

that the extracted features are efficient than previous method. 

From the above mentioned techniques, it is clear that the 

extraction of appropriate features will improve the accuracy 

for classification and similarity matching. 

 

Table- 2 Mean square Error and classification accuracy of 

different feature extraction technique 

 

Stages 

Mean Square Error 
Classification 

Accuracy% 

GL

CM 

HAR

ALIC

K‘S 

WSF

TA 

GLC

M 

HAR

ALIC

K‘S 

WSF

TA 

Trainin

g 

1.59

6 
2.235 

0.058

5 

98.6

% 
89% 

100

% 

validati

on 

2.34

5 
8.632 1.203 

98.7

% 
87.6% 

100

% 

Testing 
1.89

5 

2.215

4 
1.003 

96.4

% 
88.9% 

98.0

% 
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Chart -1: performance of different feature extraction 

technique 

 

5. LITERATURE SURVEY ON FEATURE 

SELECTION 

Feature selection is the process of reducing the dimension of 

feature vectors. For feature selection, every feature is 

observed. Significant features are selected by the calculation 

of mean values for every feature in benign tumour class and 

malignant tumour class. Student‘s t-test [34] is employed as a 

method to separate both the classes. Principal component 

based analysis is used in [33] gives better feature subset, but 

fresh training is needed whenever it encounter a new images. 

The ability of genetic algorithm for pattern classification is 

explored in [34]. The samples belonging to the same class is 

only accepted by GE. Reduction of features using Linear 

Discriminant Analysis is proposed in [35].  

 

An another  evolutionary approach namely, Partial swam 

intelligence is used by [36]. This method is used for 

optimizing the weight of Artificial Neural Network for image 

classification application. Since PSO involves  many random 

parameters, the weight obtained through this may not be a 

stabilized set of weight. Ant Colony based feature selection is 

given in [37]. By selecting the features in terms of feature set 

size , its computation increases when feature size increases. 

Optimal Fuzzy rule selection for classification is implemented 

in [38]. But this technique is highly sensitive to change in the 

parameters of the membership functions. The hybrid of above 

techniques will give even better results for eg: (wavelet+ 

Principal component analysis) or (genetic algorithm+ fuzzy 

rule) etc is mentioned in [39]. But time complexity is more in 

the hybridized method which makes system non- feasible. The 

above mentioned feature selection methods can be used for 

calculating classification accuracy and similarity matching. 

 

6. LITERATURE SURVEY ON CLASSIFICATION 

Automatic similarity matching is used to retrieve similar 

images from large database that reduces the cost of 

classification work of human. One of the primary distance 

measure techniques is Euclidean distance which is used in 

[39]. The dimensionality is often reduced to work efficiently 

with these distances even in large database. The neural 

network is used for classification of mammogram images [40]. 

Other statistical approach Bayesian network is used in [42]. 

Classification using Support Vector Machine is mentioned in 

[41] for MR brain images which is the simplest one and gives 

better accuracy. The Hybrid technique of SVM and 

probabilistic neural network (PNN) classifiers is proposed in 

[34]. The above mentioned techniques gives an improved 

accuracy for classification and image retrieval. 

 

7. CONCLUSIONS AND FUTURE WORK 

We have categorically presented a detailed survey of the 

prominent methods of automated technique for medical image 

retrieval published in the literature. In the case of Pre-

processing stage, various types of filter techniques have been 

discussed. In the case of feature extraction and feature 

selection some of the evolutionary techniques used in the 

literature have also been presented. The performance depends 

on the appropriate extracted features and the features that are 

selected for similarity matching [46]. We hence presented a 

survey on all stages as a whole to implement the improvised 

CBMIR system, which has a rich potential and scope of 

application in medical domain. CBMIR is an ever- growing 

rich field, with a wide scope of interdisciplinary research over 

the fields of Biomedical, Computer Science, Mathematics, 

Statistics and Machine learning. 

 

Table-3:  Classification accuracy of different metrics 

 

TECHNIQUES 
CLASSIFICATION 

ACCURACY 

Minkowski 79.40 

Chebyshev 79.20 

L2 79.80 

Standardized L2 79.20 

Mahalanobis distance 80.80 

City block 81.40 

Correlation 81.60 

Relative deviation 81.00 

L1 81.60 

cosine 82.00 

Spearman 82.40 
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In the future, one can expect rich concepts from widely 

varying areas such as information theory, optimization theory, 

rough-fuzzy sets, soft computing and evolutionary techniques 

etc., to contribute and enrich this problem domain in the field 

of pattern recognition. 
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