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Abstract 
Credit risk is the most challenging risk to which all the financial institutions are exposed. Credit scoring is the main analytical 

technique for credit risk assessment of all financial institutions. Microfinance Institutions - one of the financial institutions who would 

lend money to financially weaker section people are prone to the credit risk due to their nature of service and need proactive credit 

risk management techniques for their long-term sustainability. Most of the Microfinance Institutions follow traditional statistical 

techniques for their Credit scoring. The Credit Scoring with data mining techniques in the microfinance industry is relatively a recent 

application. This paper explores Credit scoring of Microfinance institutions with a novel non-parametric technique called Support 

Vector Machine. In the proposed model datasets of a Microfinance Institution in Bangalore are compared with other traditional 

proposed models . The results show that Support vector machines show a higher accuracy rate of classification. 
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1. INTRODUCTION 

Risk is an integral part of financial services. Managing risk is 

a complex task for any financial organization, and increasingly 

important in a world where economic events and financial 

systems are linked. Global financial institutions and banking 

regulators have emphasized risk management as an essential 

element of long-term success [1]. When financial institutions 

issue loans, there is always a risk that the borrower will repay 

back the amount or the loan could be a delinquent loan 

.Delinquent borrowers are mentioned as “Default Borrowers”. 

Financial Institutions always have a threat of – Default 

Borrowers. Financial institutions take measurements either to 

avoid this risk or ignore the risk . 

 

Microfinance Institutions (MFIs) , whose main objective is to 

lend loans to the financially weaker communities also face 

credit risks that they must manage efficiently and effectively 

to be successful. If the MFI does not manage its credit risks 

well, it will likely fail to meet its social and financial 

objectives. When poorly managed risks begin to result in 

financial losses, the stake holders tend to lose confidence in 

the organization and funds begin to dry up. When funds dry 

up, the social objective of MFI to serve the poor quickly goes 

out of business. 

 

To overcome this, MFI’s need to have a check on their 

Customers. One of the Credit Risk management techniques to 

find the Default Customers is “Credit Scoring”. Credit 

Scoring is a technique to determine if a customer is likely to 

default on the financial obligation. 

 

Specifically, credit scoring problem can be described as 

follows : 

 

Let’s consider a Dataset of Customers 

 

𝐗 =   𝐚𝐧, 𝐛𝐧 , …  𝐚𝐧, 𝐛𝐧 , … .  𝐚𝐧, 𝐛𝐧       -(1) 

 

Let’s consider each customer aj which contains c attributes say 

(𝐚𝐣𝟏, 𝐚𝐣𝟐, 𝐚𝐣𝟑, 𝐚𝐣𝟒, … . 𝐚𝐣𝐜) then bj denotes the type of 

customer ,for example Good or Bad. The objective of Credit 

Scoring problem is to construct a model f , for the new 

customer a such that the model can predict the type of the 

customer as mentioned in the equation (2). 

 

𝐛 =   𝒇(𝐚)                            - (2) 

 

To evaluate the credit risk and to develop Credit Scoring 

model as stated above most of the financial organizations use 

both quantitative and qualitative techniques. Techniques most 

commonly employed by Financial Institutions and specifically 

in Microfinance Institutions are discussed in the Literature 

Review. 

 

The structure of the paper is as follows. Section 2 is the 

Literature review. The Research methodology is presented in 

Section 3 and Section 4 draws conclusion . 
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2. LITERATURE REVIEW 

In general , the classification technique to analyse credit risk is 

applied on the dataset of the previous customers available at 

the financial institutions to distinguish them as good or 

delinquent customers, to find if there exists a relationship 

between the characteristics and  reasons for delinquency of 

loans and accordingly choose an accurate classifier to 

implement on the new applicants . There has been a good 

literature survey over years that has shown that there have 

been different statistical and datamining classification 

techniques like Logistic Regression, Linear Discriminant 

Analysis ,Naïve Bayes Classifier, Decision Trees ,Neural 

Networks implemented by different financial institutions to 

discriminate customers as good or delinquent customers. 

 

In comparison to the credit scoring models implemented by 

different financial institutions, the development of credit 

scoring models specific to Microfinance sector is very minor . 

Furthermore , the models which are in existence in large are 

based on traditional parametric statistical techniques except 

one or two models based on non-parametric techniques like 

Multi Layer Perceptron approach(MLP) [6] and Hybridized 

Models [8]. 

 

Among the traditional methods used by Microfinance 

Institutions ,one of the method used by them to assess their 

credit risk is CHAID (Chi-squared Automatic Interaction 

Detection) .CHAID is a tree-structured classification method 

(Kass, 1980). It belongs to a family of segmentation methods 

known as Automatic Interaction Detection (AID) .As its name 

suggests, the AID allows the detection of interactions between 

variables. Thus, the segmentation is based on the interactions. 

 

The chi-Square method is used in Microfinance Institutions to 

assess the effectiveness of credit management systems like 

Credit terms ,Client Appraisal, Credit risk control measures 

and credit collection policies on Loan Performance of 

Microfinance Institutions .This method builds “Non-Binary 

Trees “ based on a simple algorithm and divides the customers 

of microfinance in to groups (nodes ) of equal category and try 

to assess the Credit risk [2]. 

 

Apart from the traditional methods ,comparison of different 

datamining methods like i)Decision trees ii)Clustering 

iii)Naïve Bayers Classifier iv) FReBE exemplar, applied on 

loan data of sub-prime lenders of microfinance institutions 

have been studied and among all the methods Decision trees 

appeared to be the most appropriate datamining technology [4]  

 

A Peruvian Microfinance Institute applied Neural Networks 

,one of the most promising non –parametric credit scoring 

model  based on Multilayer perceptron approach (MLP) on 

almost 5,500 borrowers and benchmarked its performance 

against other models like the traditional Linear Discriminant 

Analysis (LDA) ,Quadratic Discriminant Analysis (QDA) ,and 

Logistic Regression Techniques (LR) . The results revealed 

that Neural Network Model outperformed the other three 

classical techniques [6]. However,Neural networks have 

problem of overfitting and opaqueness. 

 

Along with the above stated techniques ,some combined 

classifiers which integrate two or more classification methods 

have shown higher accuracy of predictability than individual 

methods . One such method using a hybridized and ensemble 

approach, based on the Particle Swarm Optimization (PSO) 

and Estimation of Distribution Algorithms (EDA) is used by 

Mexican Microfinance Institution .This ensemble method 

provided an ease in interpretation of the default customers for 

the credit officer. The disadvantage of the model is it shows a 

low reliability [8]. 

 

3. RESEARCH METHODOLOGY 

This section proposes model of Credit Scoring based on 

Support Vector Machine. Compares the sample datasets of a 

Micro financial Institution in Bangalore with traditional 

models and Support Vector Machine . The Test results show 

that Support Vector Machines outperforms other methods. 

 

Support vector machine (SVM) Proposed by Vapnik ,is one of 

the powerful data classification and function estimation tool. 

This is a method where the input vectors are mapped to a 

higher dimensional feature space and an optimal separating 

hyperplane in this space is constructed .The vectors (cases) 

that define the hyperplane are called the support vectors . 

SVMs can also efficiently perform a non-linear classification 

using what is called the kernel trick, implicitly mapping their 

inputs into high-dimensional feature spaces. 

 

The basic idea of SVM is that the original input vector is 

mapped into a high or infinite dimensional feature space by a 

nonlinear mapping function f  based on Mercer Theory. 

 

The learning process of SVM is to solve quadratic or linear 

programming and its solution is optimum. SVM has been 

successfully applied to number of applications like biometrics, 

text categorization, face and fingerprint recognition etc. 

 

To understand SVM better let’s consider  a training sample: 

 

X=[(𝒂𝒏, 𝒃𝒏), … (𝒂𝒏, 𝒃𝒏), … . (𝒂𝒏, 𝒃𝒏)]  from equation – (1) 

 

Let’s consider :  {  𝒂𝒌, 𝒃𝒌 } , 𝒌 = 𝟏… 𝑵  where ak belongs to 

R 
d
,
 
in the k

th
 input pattern, d denotes the dimension of the 

input space and bk is its corresponding observed result, which 

is a binary variable 1 or -1. 

 

Applying the above equation to credit scoring models, ak 

denotes the attributes of applicants or creditors. bk is the 

observed result of whether the debt is repaid timely or whether 

his or her application is approved. If the customer application 
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is rejected or if customer default’s the debt after being 

approved, then bk=1 , 

else bk= -1. 

 

That is to say that, a rule to separate the point in R 
d 

 plane into 

two parts is generated with 

bk= {1,-1} . The separation of  groups (customers into default 

and non-default groups) is defined as classes. For linear 

separable samples of two classes, a separating hyperplane is 

found which maximizes the margin between itself and the 

nearest training points 

 

To explain it more clearly ,lets consider that for the given 

normal direction w, there exist two extreme lines L1, L2 and all 

the lines between and paralleling with them can separate two 

classes exactly. SVM algorithm selects Maximum margin 

method to separate the two classes. Maximum margin method 

is to choose the line which creates maximum margin between 

the two lines, i.e. the distance between the stated two lines 

L1,L2. For normalized sample, the equation of L1, L2 and the 

distance between the two lines is given as : 

 

𝑳𝟏 =   { 𝒘𝒕 𝒇(𝒂𝒌) +  𝒚 ≥   𝟏 𝒊𝒇  𝒃𝒌 = 𝟏 }  
 

(or) 

 

𝑳𝟐  =      𝒘𝒕 𝒇 𝒂𝒌 +  𝒚 ≤   −𝟏 𝒊𝒇  𝒃𝒌 = 𝟏     -   (3) 

 

The distance or margin between the two boundary lines L1 and 

L2 is = 𝟐/║ 𝒘 ║   -                -    (4) 

 

This is because the larger the distance the generalization 

would be affective. 

 

Further let us assume w*, y* be the solution of equation (3), 

then (w* . a) + y* = 0 is considered to be the line in the middle 

of L1, L2, called optimality hyperplane , and the decision 

function 

 

f(x) = sign((w* .a) + y*) would determine which side of the 

class the customers would fall(either towards Class A or Class 

B). 

 

In some cases, when the training set is not linear separable, 

slack variables ξi≥ 0 is introduced to the i
th

 training point 

(ai,bi), and the constraint fi((w _ ai) + b)≥ 1 relax to fi((w _ ai)) 

+ ξi≥1. The objective of this is to maximize the margin and 

minimize the classification error ∑i=1 
n
 ξi.. Then the QP problem 

is as follows: 

 

min  1/2 ║w║
2 

w;b            ±  C ∑i=1 
n
 ξi   -           (5) 

 

where C > 0 is penalty parameter. The form of optimal 

hyperplane decision function is the same as the linearly 

separable case. For nonlinear classification problem, SVM 

maps the training samples into a high-dimensional feature 

space via a kernel function. Once a kernel function K(xi,xj) is 

selected, the hyperplane is determined by 

 

n  n                   i 

min 1/2∑  ∑  yiyjαiαj K(xi,xj) - ∑  α j                                    - (6) 

α      i=1 j=1                 j=1 

 

To obtain better results, it is very important to set related 

parameter such as selection of kernels. The most often used 

kernels are linear, polynomial, radial basis function (RBF), 

sigmoid functions. The parameters that should be optimized 

are penalty parameter C and α. Thus proper parameter setting 

can improve SVM classification accuracy. 

 

Hence applying the above equations the algorithm of our 

credit scoring model for Microfinance Institutions using SVM 

can be described as follows: 

 

Step 1: Start 

 

Step 2: Collect the Data from the Field Officers of 

Microfinance Institutions. 

 

Step 3: Indentify the details. 

 

Step 4: Distinguish the applicant’s details such as credit 

history, account balances, loan purpose, loan amount, 

employment status, personal information, age, housing, job etc 

as classification attributes. 

 

Step 5: Use SVM to obtain the variables of importance. 

 

Step 6: If variables of importance are listed accept them 

else 

 

Step 7: Drop features with zero variable importance. 

 

Step8: Rebuild data set and randomly partition into a training 

set and a testing set. 

 

Step 9: Choose one of the kernel functions like Radial Basis 

Function (RBF) Kernel Function to optimize the parameters. 

 

Step 10: Choose penalty parameter (C) that leads to the lowest 

error rate . 

 

Step 11: SVM then classifies the applicants to default and non-

default classes. 

 

Step 12: Stop 

 

 

 

 

3.1 Processing of Data Sample. 
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To determine the performance of SVM over other datamining 

techniques a small sample dataset from a Microfinance 

Institution in Bangalore has been taken and analysed. The 

sample data consists of 157 instances. It consists of customer 

information like i)Personal Characteristics of borrowers 

(marital status, sex etc) ii) whether the loan is a group loan or 

individual loan. iii) Economic and Financial ratios of the 

Microfinance Institution. iv)Characteristics of current financial 

operation(type of interest, amount, delays in the payment )etc. 

24 features of the above type are mentioned of which 16 

features are selected. To perform an appropriate comparison of 

classification models the data is split into two subsets a) A 

training set of ( 56 instances) and  b) A test sample of (101 

instances) and tested on Matlab software. To check SVM 

,Radial basis Kernel(RBF) is selected. The Percentage of 

Accurately classified data of default and non-default cases and 

Inaccurately classified data are monitored on five techniques 

like Logistic Regression(LR),Quadratric discriminant 

Analysis(QDA), Linear Discriminant Analysis(LDA) ,Back 

Propogation neural network (BP) method and Support Vector 

machine . The results are placed in Table-1. 

 

Table- 1 empirical results on dataset 

 

Model Train sample Set (56 ) Test Sample Set (101) 

 Accurate Inaccurate Accurate Inaccurate 

LR 77.23% 22.77% 73.15% 26.85% 

QDA 71.24% 28.76% 71.50% 28.50% 

LDA 77.54% 22.46% 73.45% 26.55% 

BP 82.25% 17. 75% 79.2% 20.8% 

SVM 87.54% 12.46% 83.17% 16.83% 

 

4. CONCLUSIONS 

The empirical results of Table-1 clearly shows that SVM gives 

an higher accuracy rate both in test sample and trained sample 

which indicates clearly that SVM is a better classification 

technique then other traditional techniques and also to the non-

parametric Back Propagation neural network technique. 

 

This method would be best suitable for the Microfinance 

institutions who would deal with customers from 

economically weaker sections. The sustainability of the 

Institution depends on how they accurately differentiate the 

customer who would pay or not and in this regard SVM would 

be an appropriate method and would help to have a 

competitive advantage to the Microfinance Industry over other 

Commercial Banks. 
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