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Abstract 
In this paper, we have proposed an algorithmic model for automatic classification of skin disease using Curvelet filter along with the 

k-nn classifier. The proposed algorithmic model is based on textural features such as curvelet filter responses. A skin disease is 

segmented using a Marker-Controlled Watershed Segmentation method. The dataset has different skin diseases with similar 

appearance (small inter class variations) across different classes and varying appearance (large intra class variations) within a class. 

Also, the images of diseases are of different pose with cluttered background. 
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1. INTRODUCTION 

In the image processing and computer vision color, shape, and 

texture features are more important. But texture based analysis 

is very important in surface analysis. Skin is the surface of the 

body having some texture, diseased skin has variation in the 

texture of the skin. So we have proposed curvelet based 

texture analysis.  A skin infection is an infection of the skin. 

Infection of the skin is distinguished from dermatitis which is 

inflammation of the skin, but a skin infection can result in skin 

inflammation. Skin inflammation due to skin infection is 

called infective dermatitis. 

 

Human skin is a complex surface, with fine scale geometry 

that makes its appearance difficult to model. Melanin and 

hemoglobin pigments are contained in this structure. Slight 

changes of pigment construction in skin may cause a rich 

variation in skin color. By analyzing the skin texture, a lot of 

observations can be made regarding the nature and coarseness 

of the skin. Skin diseases, if not treated earlier might lead to 

severe complications in the body including spreading of the 

infection from one individual to the other. So it is necessary to 

be cautious regarding skin care. Developing a system for 

classification of skin disease is a difficult task because of 

considerable similarities among different classes and also due 

to a large intra-class variation.  All these problems lead to a 

confusion across classes and make the task of skin disease 

identification more challenging. Applications of identification 

of images can be found useful in medical applications, disease 

analysis etc. Texture analysis is one of the fundamental 

aspects of human vision by which we discriminate between 

surfaces and objects. In the field of digital image processing, 

computer vision techniques can take advantage of the cues 

provided by surface texture to distinguish and recognize 

objects. Texture refers to visual patterns or spatial 

arrangement of pixels that regional intensity or color alone 

cannot sufficiently describe.  

 

2.  LITERATURE SURVEY 

Many methodologies have been proposed to analyze and 

recognize textures in an automated fashion. In [3] 

A.C.Boviket. al. proposes a computational approach for 

analyzing visible textures by localizing spatial changes in the 

frequency, orientation, or phase of the textures using 2-D . 

Information extracted from the Curvelets responses are used to 

detect phase discontinuities within a texture. In [4] Haralick 

introduced a statistical and structural method to model texture 

based patterns based on the symmetric Grey Level Co-

occurrence Matrix (GLCM). GLCM defines the probability of 

one grey tone occurring in the neighborhood of another grey 

tone at a specified distance and along a specified direction. 

Authors like Tamura [12] made an attempt at defining a set of 

visually relevant texture features which includes coarseness, 

contrast and directionality. Coarseness is the measure of 

granularity of an image, or average size of regions that have 

the same intensity, contrast is the measure of vividness of the 

texture pattern affected by the use of varying black and white 

intensities, directionality is the measure of directions of the 

grey values within the image. In [6] Lepisto proposed a 

method to retrieve non-homogenous, directional texture 

features based on texture Anal Kumar Mittra et al. / 

International Journal of Engineering Science and Technology 

[13] A. M. S. SMITH, M. J. WOOSTER, A. K. POWELL and 

D. USHER study aimed to investigate the potential of texture-

based GLCM techniques for the identification of burn scars in 

low spatial resolution EO imagery since most current burn 

scar mapping techniques rely solely on pixel intensity 
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information. The main focus of attention for texture-based 

classification in EO has been in determining the internal pixel 

structure of image regions since in general these methods fail 

to detect convoluted edges and small isolated features 

(Warner) 1990.  Many methodologies have been proposed to 

analyze and recognize textures in an automated fashion. 

Tsumura et al [1] proposed a technique through which melanin 

and hemoglobin pigment content is extracted from a single 

skin color image by independent component analysis (ICA). 

 

3. PROPOSED METHOD 

The proposed method has training and classification phases. In 

training phase, from a given set of training images the texture 

features (Curlvlets) are extracted and used to train the system 

using the K-nearest neighbor classifier. In classification phase 

a given test infected diseased images is segmented using 

gradient magnitude method  and then the above mentioned 

texture features are extracted for classification using Curvelets 

As mentioned above, Curvelets have the ability to perform 

multi-resolution decomposition due to its localization both in 

spatial and spatial frequency domain. Texture segmentation 

requires simultaneous measurements in both the spatial and 

the spatial-frequency domains. Filters with Smaller band width 

in the spatial-frequency domain are more desirable because 

they allow us to figure Make finer distinctions among different 

textures. These features are queried to K-nearest neighbor 

classifier to label an unknown disease. 

 

 

 

 

 

 

 

 

 

 
 

Fig 1: Proposed methodology 

 

3.1Image Segmentation 

Marker Controlled Water Shed Segmentation: 

Image segmentation is the process of partitioning an image 

into multiple segments, so as to change the representation of 

an image into something that is more meaningful and easier to 

analyze. The first step in skin disease classification is to 

segment the infected part of the image. Segmentation 

subdivides an image into its constituent parts or objects.  In 

general, autonomous segmentation is one of the most difficult 

tasks in image processing in our project we segment the  

Skin disease image using marker controlled water shed 

segmentation. This segmentation method fallows some basic 

procedures they are  

 Compute a segmentation function. This is an image whose 

dark regions are the objects you are trying to segment.  

 Compute foreground markers. These are connected blobs 

of pixels within each of the objects.  

 Compute background markers. These are pixels that are 

not part of any object.  

 Modify the segmentation function so that it only has 

minima at the foreground and background marker 

locations.  

 Compute the watershed transform of the modified 

segmentation function. 

 

Algorithm: Skin disease classification algorithm 

Step 1:  Input the different Images 

Step 2:Image read 

Step3:   segmentation of image 

Step 4: feature extraction using curveletfilters 

Step 5: classification using KNN 

Step 6: matching the test set with training set 

Step 7: if the image is matched with original         

 Display “image is recognized” 

            Else 

Display “image is not recognized” 

Step 8: stop. 

 

3.2Feature Extraction 

Curvelets 

Curvelets are a non-adaptive technique for multi-scale object 

representation. Being an extenction of the wavelet concept, 

They are becoming popular in similar fields, namely in image 

processing and scientific computing. Curvelets are an 

appropriate basic for representing images which are smooth 

apart from singularities along smooth curves, where the curves 

have bounded curvature, i.e. where objects in the image have a 

minimum length scale. 

 

This property holds for cartoons, geometrical diagrams, and 

text. As one zooms in such images, the edges they contain 

appear increasingly straight. Curvelets take advantage of this 

property, by defining the higher resolution curvelets to be 

more elongated than the lower resolution curvelets. The 

curvelet transform is a multiscale directional transform that 

allows an almost optimal nonadaptive sparse representation of 

objects with edges. It has generated 

 

Increasing interest in the community of applied mathematics 

and signal processing over the Years. 

 

Curvelets are designed to handle curves using only a small 

number of coefficients. 

Hence the CvT handles curve discontinuities well. 

The four stages of the Curvelet Transform were: 

Segmentation 

Segmentation Feature extraction 

KNN classifier 

classifier 

Feature extraction 

Classification label 
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• Sub-band decomposition 

• Smooth partitioning: 

• Renormalization: 

• Ridgelet analysis: 

 

The Inverse of the Curvelet Transform: 

• Ridgelet Synthesis 

• Renormalization 

• Smooth Integration 

• Sub-band Recomposition. 

 

Curvelets also exhibit an interesting architecture that sets them 

apart from classical multiscale representations. 

Curveletspartition the frequency plane into dyadic coronae and 

(unlike wavelets) subpartitions those into angular wedges 

which again display the parabolic aspect ratio. Hence, the 

curvelet transform refines the scale-space viewpoint by adding 

an extra element, orientation, and operates by measuring 

information about an object at specified scales and locations 

but only along specified orientations. 

 

 
 

Fig2:Curvelet transform the figure illustrates the 

decomposition of theOriginal image into sub band followed by 

the spatial partitioning of each subband. The ridgelet 

transform is then applied to each block. 

 

 
 

Fig 3:The elements of (a) wavelets and (b) curvelets on 

various scales, directions, andTranslations in the spatial 

domain. Note that the tensor-product 2-D wavelets are not 

strictly isotropic but prefer axes directions. 

 

 
 

Fig 4:Enhancement using Curvelet transform. 

 

4. RESULTS AND DISCUSSION 

Figure 5 (figure 5.1 to figure 5.5) presents the different type of 

diseases infected to the skin in various parts. We have used the 

software MATLAB R2008a and the hardware 2GB RAM Intel 

core i3 to obtain the desired results. The curveletsand the 

inverse curvelets are applied on the diseased part of the skin 

and observed the resulting output image which gives good 

clarified region of the disease. 

 

Figure 5:Diseased skin samples 
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Fig 5.1:Rosasea 

 

 
 

Fig5.2:Skintag 

 

 
 

Fig 5.3:Liver spot 

 

 
 

Fig 5.4:Shingales 

 

 
 

Fig 5.5:Melsama 

 

5. FUTURE ENHANCEMENT 

This application as of now can be used only with given set of 

images in a system.This work can be further done in the field 

of texture image segmentation.  Moreover, for future work we 

can use various AI techniques like Radon neural network, 

Fuzzy, Adaptive, GA in order to attain the best output without 

performing calculations for each and every combination. This 

work can also be done using the technique of Gray Level Co-

occurrence Matrix and using decision tree classifier. This 

current work only includes classification of normal skin 

diseases it can also be developed for classification of skin 

cancer like diseases. 

 

6. CONCLUSIONS 

The main focus of this paper is on analyzing the texture of 

skin thereby using it to diagnose the skin diseases. From the 

experimental results discussed above, we infer that the multi-

class classification can serve as an effective tool in identifying 

skin diseases. The future work will be based on developing 

algorithms to identify various other skin diseases, to improve 

the overall efficiency and also to further reduce the 

computational time. 
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