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Abstract 
Feature clustering is a powerful method to reduce the dimensionality of feature vectors for text classification. Generally clustering 

means the collection of similar objects or data in groups. In this paper, we propose a feature clustering algorithm for classifying the 

text data. The document set contains number of words; these words are grouped into clusters based on the similarity. Words that are 

similar to each other are grouped into the same cluster, and the words that are not similar are grouped in another cluster. Each 

cluster is characterized by a membership function with statistical mean and deviation. When all the words are fed in the document 

then the clusters are formed automatically. Then the extracted feature starts functioning as it is based on the weighted combination of 

the words. By this algorithm, the derived membership functions match closely with and describe properly the real distribution of the 

training data. Earlier, the user has to specify the extracted feature in advance but now it is not required as the clusters are formed 

automatically and the trial and error method can be avoided. The experimental results show that our method can run faster and 

obtain better extracted features than other methods.   
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1. INTRODUCTION 

In text classification, generally the dimensionality of feature 

vector is huge, and it is difficult to classify the large 

dimensional data. Hence to reduce this difficulty the feature 

reduction approaches is applied. There are two major 

approaches used in this feature reduction. They are; feature 

selection and feature extraction. This dissertation contributes 

to the subject area of Data Clustering, and also to the 

application of Clustering to Image Analysis. Data clustering 

acts as an intelligent tool, a method that allows the user to 

handle large volumes of data effectively. The basic function of 

clustering is to transform data of any origin into a more 

compact form, one that represents accurately the original data. 

The compact representation should allow the user to deal with 

and utilize more effectively the original volume of data. The 

accuracy of the clustering is vital because it would be counter-

productive if the compact form of the data does not accurately 

represent the original data. One of our main contributions is 

addressing the accuracy of an established fuzzy clustering 

algorithm. 

 

Typically, a set of numeric observations, or features, are 

collected of each object.The collected feature-sets are 

aggregated into a list which then acts as the input to achosen 

computational clustering algorithm. This algorithm then 

provides a descriptionof the grouping structure which it has 

discovered within the objects.  

1.1 Fundamental Concepts of Clustering 

Generally clustering means the combination of similar objects 

or data in a group. Based on the similarity test we classify the 

data into different clusters. The words that are similar are 

grouped in one cluster and the words which are different are 

grouped in another cluster. The computing revolutionof the 

sixties and seventies gave momentum to this new field 

because, for the first time,Computers enabled the processing 

of large amounts of data and took the burden of thevery large 

amounts of computation generally involvedif translated to 

modern formalisms, Linnaeus’s quotation is very relevant to 

theclustering problem. Linnaeus uses the term natural 

distinction; this is the much sought after goal of clustering 

finding an “intrinsic classification” or an “inherent 

structure”in data. The better we are at finding an inherent 

structure in data,the more knowledge we possess about it. As 

the bigger the volume of data is more numerous objects, the 

more necessary it is todevelop better clustering methods. 

 

1.2 Contributions 

 We studied and investigated the FCMalgorithm (Fuzzy c-

Means Clustering Algorithm) thoroughly and identified 

its main strengths and weaknesses. 

 We developed a systematic method for analyzing FCM’s 

classification accuracy when it is used to cluster data sets 

that contain clusters of very different sizes and 

populations. 
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 We proposed a new algorithm, based on FCM, which 

performs far more accurately than FCM on data sets like 

those described above. We also investigated performance 

properties of our new algorithm. 

 The feature clustering algorithm is used to reduce the 

dimensionality of the features in text classification. 

 By applying this algorithm, the derived membership 

function matches closely and provides the exact results.  

 

2. EXISTING SYSTEM 

In the existing system we have the Bottleneck approach. These 

approaches provide the divisive information-theoretic feature 

clustering, In this system we have some set of original words 

present in the document. Each time when we want to form a 

new cluster we have to compare the words with the original 

words. Hence when the words matches then only the cluster is 

formed otherwise no cluster. Hence   this system works on the 

concept of trial and error method; this is one of the major 

disadvantages of the existing system. 

 

3. PROPOSED SYSTEM 

We propose a feature clustering algorithm, which is mainly 

used to reduce the number of features in the text classification. 

The words in the feature vector of a document set are 

represented as distributions, and processed one after another. 

Words that are similar to each other are grouped into the same 

cluster. Each cluster is characterized by a membership 

function with statistical mean and deviation. If a word is not 

similar to any existing cluster, a new cluster is created for this 

word. 

 

4. SYSTEM ARCHITECTURE 

 
 

Fig: Architecture Diagram 

 

4.1 Preprocessing 

In this module we construct the word pattern of training 

document set. Read the document set and remove the stop 

words and perform stemming process. Get the feature vector 

from the training document .Next we construct the word 

pattern.  

4.2 Self-Constructing Clustering 

In this module, we use the self-constructing clustering 

algorithm. First we read each word pattern, then we compare 

the similarity based on the original words. If the word matches 

with given set of words then the word is grouped in the 

existing cluster and if the word does not match then it is 

grouped in a new cluster. 

 

4.3 Feature Extraction 

Feature extraction module begins; here we compute the cluster 

in three different ways: hard weight, soft weight, mixed 

weight, In the hard weight clustering the data is divided into 

crisps, where the data indicates exactly one cluster. Degree of 

membership is either 0 or 1 and this hard clustering method 

leads to local optimum In the soft-weighting approach, each 

word is allowed to contribute to all new extracted features, 

with the degrees depending on the values of the membership 

functions. The mixed-weighting approach is a combination of 

the hard-weighting approach and the soft-weighting approach. 

 

4.4 Text Classification 

Given a set D of training documents, text classification can be 

done as follows: Get the training document set and specify the 

similarity threshold ρ. Assume that k clusters are obtained for 

the words in the feature vector W. Then find the weighting 

matrix T and convert D to D`. Using weka we classify the text. 

Weka is a collection of machine learning algorithms for data 

mining tasks.  

 

5. CONCLUSIONS 

In this work, we have presented a feature clustering algorithm. 

By using this algorithm each cluster is used as an extracted 

feature and this reduced the dimensionality of data. 
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