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Abstract
Face is considered to be one of the most impontantal objects for identification. Recognition afrhan face is complex and it
converts the face into a mathematical model. Fa&o®gnition is the most efficient and sophisticatethod for the security systems.
It is a biometric technology with a wide range gfphcations such as use in ATM machines, preventiotgr's fraud, criminal
identification, human computer interaction, etc.isTpaper describes the building of a face recognitsystem by using Principal
Component Analysis method. PCA is the method fhroe the data dimension of the image. It is basethe approach that breaks
the face images into a small set of characterifgature images. These“eigenfaces” are the principainponents of the initial data
set of face images. Recognition is done by comgahia input face image with the faces in the datatsrough distance measuring
methods. Here the face recognition system is dpgdlasing Matlab and it recognizes the input faoenfa set of training faces.
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1. INTRODUCTION

A face recognition system is used for identifying o
authenticatinga person from a digital image or dewiframe
from a video input [1]. The system tries to fine tidentity of
a given face image according to the faces in thenong.
Comparing face images is one of the many biometags of
recognizing an individual. Applications of face ogaition are
widespread. It has many uses such as searchingarfor
individual in a database, retrieving personal infation about
an individual, gaining access to data based onraigdacial
identity etc. It has many applications in human pater
interaction, military bases, prevention of identitheft,
airports, forensics, IT technologies, and finansivices.

Face recognition mainly includes feature extragtialata
reduction and recognition or classification [2]. akge
extraction is to find the most descriptive featofahe faces,
making them to be easily distinguished from otleexek. Data
reduction is to reduce the dimension of the featiret also
not to destroy the most important information. @lds the
basic information. Recognition is to select the tatise
measure method such as Euclidean distance thateid 10
classify the face images present in the databaseirgyut
image. It is not possible to take the original dditectly for
processing, because the face image is with venh hig
dimension. So it is important to select the -effesli
distinguished features for extraction and reductierom all
kinds of methods for the face recognition, Printipa
Component Analysis (PCA) is the effective methoddabon

face as a global feature which considers the faca single
blob. It reduces the image dimension and at theestime
primary information preserved.

In PCA, a training set is formed by collecting soffaee
images. The eigenvectors of all the faces are tbul and
the “eigenfaces” are the linear combination of ¢hes
eigenvectors. Eigenfaces are the principal compooérthe
data set consists of faces. Mathematically eigeasfaare the
eigenvectors of the covariance matrix of the databdhese
eigenfaces or eigenvectors represents the signifiaiations
among the face images. Weights of the eigenvectoes
calculated for classification. When a new face ds Ite
recognized, the Euclidian distance between test faw the
database are calculated and are classified asofacen-face.
Many numbers of experiments are done to evaluage th
performance of face recognition system.

2. EIGENVECTORS AND EIGENVALUES

Eigenvector of a matrix is the vector such thath#t vector is
multiplied with a matrix, it is equal to the integaultiple of

that vector. And that integer value is denotechassigenvalue
of the corresponding eigenvector. It can be explhiby the
equation,

AXV =) XV

Where A is the matrix, v is the eigenvector ands the
corresponding eigenvalue.
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Eigenvectors have some features which makes thé@bku
for the recognition purpose. Eigenvectors of a masrbeing
the special matrix that is scaled by that matriffddent
matrices have different eigenvectors and only sejueatrices
have eigenvectors.All the eigenvectors are perpefdti, i.e.
at right angle to each other. In an nxn matrix,rehare n
number of eigenvectors and corresponding eigensalue

3. PRINCIPAL COMPONENT ANALYSIS

PCA is the simplest of the true eigenvector basatlivariate
analysis. Mathematically, it is an orthogonal linea
transformation that transforms the data to a newardinate
system. The use of Eigenfaces and vectors is coyrmahed
as Principal Component Analysis. With PCA, the imagust
be used of same size and they are normalized tartecydar
size for the usage. In PCA, dimension of data dticed and
decomposes the face structure into orthogonal
uncorrelated components which are the eigenfacks.face
image can be represented as a weighted sum ofdbafices.
Mathematically, principal component analysis apploa
converts a set of correlated variables into a $elinearly
uncorrelated variables. Each face image in thenitrgi set
contributes to the eigenvectors. This can be dygplaas an
eigenface expresses the data in such a way aghbdht the
similarities and differences. Eigenfaces are la&k lghostly
faces and each of them has some variations whisfatde
from the original image. If an eigenface with small
eigenvalues are neglected, then the image will Haear
combination of reduced number of that faces.

and

When the new face image to be recognized its esjarvand
weights are calculated. Then these weights are amsdpwith
the weights of the known face images in the trgrset. It is
done by calculating the Euclidian distance betwten new
face image and the faces in training set. If theliflian
distance is minimum, then the face is known andt ifs
maximum, then the face is unknown.

3.1 Training Set

A training set is formed by combining different éaonages.
The images of all the different individuals werdlected in a
set called the training set. Face images are ¢etlefrom
different type of sources. The sources may be vidgoera or
face image database on the photos. The collectedifiaages
should have the pose, illumination and expressiett.
variation in order to measure the efficiency of tfexze
recognition system under these conditions. Proegssi the
face database require sometimes before it is used f
recognition.
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3.2 Eigen Face

Eigenfaces are the set of features in the formeafttor that
denotes the variation between faces. The basic ldénd
eigenface is that think of the face as a weightealination
of some component or base faces. These componenthea
principal components of the face image. The tragnface
images and the new face image can be representiukas
combination of eigenfaces. Each image in the tngirset has
its own contribution on making the eigenfaces. ®e t
eigenface represents the significant variation betwall the
faces. Eigenfaces are look likes the ghostly fdoesause
some facial variations occur which deviates from dhniginal
image. Eigenvector with the largest eigenvalue thesmost
variation among the training vectors. And the eigetor with
small eigenvalue has the least variation. For geimay
eigenfaces, large set of images of human facekisntdirst.
Then the images are normalized to get the featUiesn the
eigenvectors of the covariance matrix of the fanage are
extracted. Eigenvectors are formed by convertirgy ithage
matrix into vector form and the vector should datithe
eigenvalue equation.These eigenvectors are lesigerbut no
data will be losses. Hence eigenfaces provide ansned
applying data compression to images for identiftcat
purposes.

3.3 Weight Vector

For recognition, weight of the largest Eigenfacesalculated
from the training faces. When the new face imageb¢o
recognized, we calculate the weights associatdu tivé Eigen
faces, which linearly approximate the face or canubed to
reconstruct the face. Now these weights are cordpaith the
weights of the known face images so that it canelsegnized
as a known face or unknown face.

3.4 Euclidian Distance

In mathematics, the Euclidean distance or Euclideatric is

the ordinarydistance between two points that oneuldvo
measure with a ruler, and is given by the Pythesgofermula.

By using this formula as distance, Euclidean spacesven
any inner product space) becomes a metric space. Th
associated norm is called the Euclidean norm. Tididean
distance between point’s p and q is the lengthhef line
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segment connecting them. Here we use the Euclidlgtance Then we can calculate the Euclidian distance betweaer

to compare the training faces and input faces. Weutate the input face and training faces. It is given by

Euclidian distance between the input image anditrgiface.

Known face is with minimum Euclidian distance and g=l =1,

unknown face with largest distance. The input fdse

considered to belong to a class if Euclidean distagk) is If & is below a thresholée, then the face is concluded to be

below a threshol@s. Then the face image is considered to be  known. If the input is above the threshold, thénript a face.
a known face. If the input image is above the thoks the
face is determined as unknown. 5. FLOW CHART

The Euclidian distance between two instances xie given [ START ]

by 'L

‘ CREATE DATABASE |

[eon

:.»_,;'=:'::a?":r5-:l — ar{ri-:l::' 2
d(xi,xj) =™ ’ v
EIGENFACES
4.EIGENFACE ALGORITHM [TRAINING SET)
The first step is to obtain a set S with K face gesm Each
image is converted into a vector of size N andtthming set b 4
is formed with K faces is given by WEIGHTS (E, TRAINING
) SET)
S={L.L. e Il

W

INPUT UNENOWN
IMAGE X

Then obtain the mean of training faces as

¥= T

W
| Wx=WEIGHT (EX) |

And it is subtracted from the original face as

(I)i:Fi -y h
D=AVG[DIST(W Wx))
Eigen vectors are finding such that sl-

M= 5 T (" #)°

h 4 W

¥ is g face ‘ | ¥ iz not a face

Wherey- eigen vector &- eigen value

Covariance matrix is calculated as
Fig -2: face recognition flow chart

C=—TiL.#,%,
6.EXPERIMENTAL RESULTS
The new face is transformed into its Eigenface comepts as The experiment is done using Matlab simulator. tFtre
training set is created with face images. Heretthming set
o= u;,” (T-F) consists of 500 face images.The face images asntakder
normal light conditions. Varying conditions such as
Then the weight vector is formed by expression,pose and lighting has minimal effectemognition
process. The input face is read by using Matlab &nd
07= [01,02,03,... .... o recognized from the training set and the total sdaptime is
calculated. Figure shows the input image and rezegdn
The Euclidian distance between two instancgé&sxare given image.

by

dxx) = |22 (ar(x) - ar ) 2
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Input image is taken with size is lower than 10&bd it is as
shown in the figure 3. Here we take the input imageow
resolution image.

F BN In Te Des Wir H o
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Input image
&

Fig -3: Input image

Then it is compared with the faces in the trainse and
selects the best match face. The recognized inzagieown in
figure 4. It is of dimension of 480x480.

ove: N

File Edit View Insert Tools Desktop Window Help »
Dgds |8 R0V E«-E|0H | aDd

Recognized image

Fig -4: Recognized image

The output shows that the system takes a time sk68nds to
recognize the input face from a training set of BAges.

7. CONCLUSIONS

In this paper, the algorithm for recognizing theefs from an
input is proposed. We are using the most flexilole efficient
method for recognition, Principal Component Anaydilere
we took all the images in training set as a line@nbination
of weighted Eigen vectors. The system receivesrpet face
and it is recognized from the training set. Rectigniis done
by finding the Euclidean distance between the irfpaée and

our training set. The system has been simulatethudiatlab
and it shows appreciable result and faster detectite. The
approach is definitely simple, easy and fastentplément.
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