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Abstract 
Face is considered to be one of the most important visual objects for identification. Recognition of human face is complex and it 
converts the face into a mathematical model. Face recognition is the most efficient and sophisticated method for the security systems. 
It is a biometric technology with a wide range of applications such as use in ATM machines, preventing voter’s fraud, criminal 
identification, human computer interaction, etc. This paper describes the building of a face recognition system by using Principal 
Component Analysis method. PCA is the method for reduce the data dimension of the image. It is based on the approach that breaks 
the face images into a small set of characteristic feature images. These“eigenfaces” are the principal components of the initial data 
set of face images. Recognition is done by comparing the input face image with the faces in the data set through distance measuring 
methods. Here the face recognition system is developed using Matlab and it recognizes the input face from a set of training faces. 
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1. INTRODUCTION 

A face recognition system is used for identifying or 
authenticatinga person from a digital image or a video frame 
from a video input [1]. The system tries to find the identity of 
a given face image according to the faces in the memory. 
Comparing face images is one of the many biometric ways of 
recognizing an individual. Applications of face recognition are 
widespread. It has many uses such as searching for an 
individual in a database, retrieving personal information about 
an individual, gaining access to data based on anyone’s facial 
identity etc. It has many applications in human computer 
interaction, military bases, prevention of identity theft, 
airports, forensics, IT technologies, and financial services.  
 
 Face recognition mainly includes feature extraction, data 
reduction and recognition or classification [2]. Feature 
extraction is to find the most descriptive feature of the faces, 
making them to be easily distinguished from other faces. Data 
reduction is to reduce the dimension of the features but also 
not to destroy the most important information. It holds the 
basic information. Recognition is to select the distance 
measure method such as Euclidean distance that is used to 
classify the face images present in the database and input 
image. It is not possible to take the original data directly for 
processing, because the face image is with very high 
dimension. So it is important to select the effectively 
distinguished features for extraction and reduction. From all 
kinds of methods for the face recognition, Principal 
Component Analysis (PCA) is the effective method based on 

face as a global feature which considers the face as a single 
blob. It reduces the image dimension and at the same time 
primary information preserved. 
 
In PCA, a training set is formed by collecting some face 
images. The eigenvectors of all the faces are calculated and 
the “eigenfaces” are the linear combination of these 
eigenvectors. Eigenfaces are the principal component of the 
data set consists of faces. Mathematically eigenfaces are the 
eigenvectors of the covariance matrix of the database. These 
eigenfaces or eigenvectors represents the significant variations 
among the face images. Weights of the eigenvectors are 
calculated for classification. When a new face is to be 
recognized, the Euclidian distance between test face and the 
database are calculated and are classified as face or non-face. 
Many numbers of experiments are done to evaluate the 
performance of face recognition system. 
 
2. EIGENVECTORS AND EIGENVALUES 

Eigenvector of a matrix is the vector such that, if that vector is 
multiplied with a matrix, it is equal to the integer multiple of 
that vector. And that integer value is denoted as the eigenvalue 
of the corresponding eigenvector. It can be explained by the 
equation, 
 

A×v = λ × v 
 
Where A is the matrix, v is the eigenvector and λ is the 
corresponding eigenvalue. 
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Eigenvectors have some features which makes them suitable 
for the recognition purpose. Eigenvectors of a matrix is being 
the special matrix that is scaled by that matrix.Different 
matrices have different eigenvectors and only square matrices 
have eigenvectors.All the eigenvectors are perpendicular, i.e. 
at right angle to each other. In an n×n matrix, there are n 
number of eigenvectors and corresponding eigenvalues. 
 
3. PRINCIPAL COMPONENT ANALYSIS 

 
PCA is the simplest of the true eigenvector based multivariate 
analysis. Mathematically, it is an orthogonal linear 
transformation that transforms the data to a new coordinate 
system. The use of Eigenfaces and vectors is commonly called 
as Principal Component Analysis. With PCA, the image must 
be used of same size and they are normalized to a particular 
size for the usage. In PCA, dimension of data is reduced and 
decomposes the face structure into orthogonal and 
uncorrelated components which are the eigenfaces. The face 
image can be represented as a weighted sum of the Eigenfaces. 
Mathematically, principal component analysis approach 
converts a set of correlated variables into a set of linearly 
uncorrelated variables. Each face image in the training set 
contributes to the eigenvectors. This can be displayed as an 
eigenface expresses the data in such a way as to highlight the 
similarities and differences. Eigenfaces are look like ghostly 
faces and each of them has some variations which deviate 
from the original image. If an eigenface with small 
eigenvalues are neglected, then the image will be a linear 
combination of reduced number of that faces. 
 
When the new face image to be recognized its eigenvalue and 
weights are calculated. Then these weights are compared with 
the weights of the known face images in the training set. It is 
done by calculating the Euclidian distance between the new 
face image and the faces in training set. If the Euclidian 
distance is minimum, then the face is known and if it is 
maximum, then the face is unknown. 
 
3.1 Training Set 

A training set is formed by combining different face images. 
The images of all the different individuals were collected in a 
set called the training set. Face images are collected from 
different type of sources. The sources may be video camera or 
face image database on the photos. The collected face images 
should have the pose, illumination and expression, etc. 
variation in order to measure the efficiency of the face 
recognition system under these conditions. Processing of the 
face database require sometimes before it is used for 
recognition. 
 

 
 

Fig-1: Example for training set 
 
3.2 Eigen Face 

Eigenfaces are the set of features in the form of vector that 
denotes the variation between faces. The basic idea behind 
eigenface is that think of the face as a weighted combination 
of some component or base faces. These components are the 
principal components of the face image. The training face 
images and the new face image can be represented as linear 
combination of eigenfaces. Each image in the training set has 
its own contribution on making the eigenfaces. So the 
eigenface represents the significant variation between all the 
faces. Eigenfaces are look likes the ghostly faces because 
some facial variations occur which deviates from the original 
image. Eigenvector with the largest eigenvalue has the most 
variation among the training vectors. And the eigenvector with 
small eigenvalue has the least variation. For generating 
eigenfaces, large set of images of human face is taken first. 
Then the images are normalized to get the features. Then the 
eigenvectors of the covariance matrix of the face image are 
extracted. Eigenvectors are formed by converting the image 
matrix into vector form and the vector should satisfy the 
eigenvalue equation.These eigenvectors are less in size but no 
data will be losses. Hence eigenfaces provide a means of 
applying data compression to images for identification 
purposes. 
 
3.3 Weight Vector 

For recognition, weight of the largest Eigenfaces is calculated 
from the training faces. When the new face image to be 
recognized, we calculate the weights associated with the Eigen 
faces, which linearly approximate the face or can be used to 
reconstruct the face. Now these weights are compared with the 
weights of the known face images so that it can be recognized 
as a known face or unknown face. 
 
3.4 Euclidian Distance 

In mathematics, the Euclidean distance or Euclidean metric is 
the ordinarydistance between two points that one would 
measure with a ruler, and is given by the Pythagorean formula. 
By using this formula as distance, Euclidean space (or even 
any inner product space) becomes a metric space. The 
associated norm is called the Euclidean norm. The Euclidean 
distance between point’s p and q is the length of the line 
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segment connecting them. Here we use the Euclidian distance 
to compare the training faces and input faces. We calculate the 
Euclidian distance between the input image and training face. 
Known face is with minimum Euclidian distance and 
unknown face with largest distance. The input face is 
considered to belong to a class if Euclidean distance (εk) is 
below a threshold θε. Then the face image is considered to be 
a known face. If the input image is above the threshold, the 
face is determined as unknown. 
 
The Euclidian distance between two instances xi&xj are given 
by 
 

d(xi,xj) =  
 
4.EIGENFACE ALGORITHM 

The first step is to obtain a set S with K face images. Each 
image is converted into a vector of size N and the training set 
is formed with K faces is given by 
 

S=  
 
Then obtain the mean of training faces as 
 

Ψ= n 

 
And it is subtracted from the original face as 
 

Φi=Γi - Ψ 
 
Eigen vectors are finding such that 
 

λk=  

 
Whereuk- eigen vector &λk- eigen value 
 
Covariance matrix is calculated as 
 

C=  

 
The new face is transformed into its Eigenface components as 
 

ωk= (Γ-Ψ) 
 
Then the weight vector is formed by 
 

= [ω1,ω2,ω3,…….ωm] 
 
The Euclidian distance between two instances xi&x j are given 
by 

d(xi,xj) =  

Then we can calculate the Euclidian distance between our 
input face and training faces. It is given by 
 

εk=  
 
If εk is below a threshold θe, then the face is concluded to be 
known. If the input is above the threshold, then it’s not a face. 
 
5. FLOW CHART 

 
 

Fig -2: face recognition flow chart 
 
6.EXPERIMENTAL RESULTS 

The experiment is done using Matlab simulator. First the 
training set is created with face images. Here the training set 
consists of 500 face images.The face images are taken under 
normal light conditions. Varying conditions such as 
expression,pose and lighting has minimal effect on recognition 
process. The input face is read by using Matlab and is 
recognized from the training set and the total elapsed time is 
calculated. Figure shows the input image and recognized 
image. 
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Input image is taken with size is lower than 10×10 and it is as 
shown in the figure 3. Here we take the input image as low 
resolution image. 
 

 
 

Fig -3: Input image 
 
Then it is compared with the faces in the training set and 
selects the best match face. The recognized image is shown in 
figure 4. It is of dimension of 480×480. 
 

 
 

Fig -4: Recognized image 
 
The output shows that the system takes a time of 63 seconds to 
recognize the input face from a training set of 500 images. 
 
7. CONCLUSIONS 

In this paper, the algorithm for recognizing the faces from an 
input is proposed. We are using the most flexible and efficient 
method for recognition, Principal Component Analysis. Here 
we took all the images in training set as a linear combination 
of weighted Eigen vectors. The system receives the input face 
and it is recognized from the training set. Recognition is done 
by finding the Euclidean distance between the input face and 

our training set. The system has been simulated using Matlab 
and it shows appreciable result and faster detection rate. The 
approach is definitely simple, easy and faster to implement. 
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