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Abstract 
Analog sound recording is done with the help of a microphone when the diaphragm vibrates due to the changes in atmospheric 

pressure which are recorded as a graphic representation of the sound waves on a medium such as magnetic tape. Digital 

recording converts the analog sound signal picked up by the microphone to a digital form by a process of digitization. Both 

Analog and Digital Sound recording techniques have their pros and cons. However, the common disadvantage that both these 

techniques suffer from is the loss in the clarity of the signal due to distortion and attenuation of signal during propagation from 

the source of sound to the diaphragm of the microphone. This paper presents a novel approach that will get rid of the problems 

like signal attenuation and distortion while recording audio signals The approach is based on mapping the vibrations of the 

source with a High Speed camera by using Computer Vision techniques like Object Tracking. We prove that the approach is 

noise-resistant and can record a signal by maintaining a high quality, which is much better than the quality of the signal recorded 

by a microphone. Moreover, the approach can take sound recording and reproduction to a new level by making it possible to 

select a source when there are multiple sources producing audio signals simultaneously. A technology based on the proposed 

approach will particularly benefit researchers interested in recording the minute details of the audio signal of any frequency, 

without being restrained by the limitations of the recording system or the distance of the source of sound. 
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1. INTRODUCTION 

High Speed Imaging systems are used to measure vibrations, 

as described in [1, 2]. Displacements, as small as 0.18 mm, 

have been measured in [3] by using a high speed imaging 

system. In recent years, the technology of cameras has not 

only delivered an increase in the frame rate but also 

substantial improvements in the image quality, sensitivity, 

and lens performance. As established by Moore’s Law, 

described in [4], the technology will continue to improve at 

an exponential rate. In 2011, researchers at MIT Labs 

brought about a major breakthrough in the field of high 

speed imaging. They invented a phenomenal camera which 

is capable of capturing a trillion frames per second. They 

named this phenomenon as Femtophotography, described in 

[5].  Motivated by this breakthrough and ability of high 

speed imaging to accurately map vibrations of an object, this 

paper attempts to explore the capabilities of high speed 

imaging in a novel technique for recording audio signals. 

 

A vibrating object is a source of sound. It sets the molecules 

of the medium into vibrations and travels through the 

medium as a pressure wave. During its propagation, it is 

attenuated by the medium and distorted by other sound 

signals in the surroundings. Thus, with a microphone, it is 

difficult to record a clear and accurate sound wave. This 

paper introduces an approach that does not rely on the 

propagation of the signal from its source to the recording 

system. The approach aims at mapping how the source 

vibrates and synthesizing sound from its vibrations. The 

approach requires the use of a high speed camera to view the 

vibrations of the source. 

 

In order to develop and test this approach for various cases, 

the simulations of tuning fork vibrating at different 

frequencies were generated. Simulations were generated for 

tuning fork vibrating at frequencies 98 Hz, 123.47 Hz, 

174.61 Hz, 220 Hz, 349.23 Hz recorded with camera of 

1000, 1750, 3350, 4250, 5000 fps respectively. These frame 

rates were chosen to ensure that the frame rate is not a direct 

multiple of the frequency of the vibrating tuning fork. In this 

paper, the readings and analysis of the 98 Hz tuning fork has 

been presented. The sound file generated after mapping the 

vibrations is compared with a 98 Hz sound sampled at 44.1 

kHz (called reference file in this paper), the standard 

sampling rate of digital audio. The reference file depicts the 

sound that would be recorded by a microphone with 

sampling frequency 44.1 kHz. This reference file has been 

generated using Audacity software [6] instead of being 

recorded with a microphone.  The reason for this is that to 

record an absolutely accurate audio signal with a 

microphone would require a completely noise free setup. In 

order to make useful consensus about the result, the sound 

file generated by mapping the vibrations is compared with 

the reference file. The reference file depicts the most 

accurate sound that can be recorded by a microphone with a 

sampling rate of 44.1 kHz in a completely noise free setup. 

 

For periodic waveforms, including non-sinusoidal 

waveforms, the Fourier theorem, described in [7], states that 

―A periodic function which is reasonably continuous may be 
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expressed as the sum of a series of sine or cosine terms 

(called the Fourier series).‖ Thus, any periodic vibrations 

can be described in terms of sinusoidal waves and the sound 

may be synthesized. The approach may be extended to 

complex waveforms by using the Fourier Theorem if the 

results with simple waveforms are found to be beneficial. 

 

Section 2 describes the experiment that was conducted by 

considering a case of a tuning fork vibrating at 98 Hz. A 

1000 fps (frames per second) video clip of the tuning fork 

was processed, one frame at a time, to map the vibrations of 

the tuning fork. This mapped vibration was then used to 

write an audio file. Techniques that may be applied to 

improve the accuracy while recording the signal are 

described in section 2. The potential advantages of 

employing high speed imaging system for recording audio 

signal are discussed in section 5. Section 7 describes the 

ways in which the enormous potential of Femtophotography 

[5], can be employed to the proposed approach. 

 

2. THE EXPERIMENT 

A source of sound generally vibrates rapidly with small 

amplitude. In order to measure the amplitude of vibrations 

accurately, the camera has to be positioned such that the axis 

of the lens is perpendicular to the plane of vibration of the 

tuning fork. 

 

For presenting the approach, a vibrating tuning fork of 98 

Hz has been considered as the source of sound. The 

experiment is performed on a video clip of the vibrating 

tuning fork. The duration of the video is 1s and it comprises 

of 1000 frames. Thus, the video clip represents video 

recorded by a 1000 fps camera. The code for reading the 

frames of the video to map the vibrations and generating an 

audio file is written in .NET using OpenCV Libraries. 

 

2.1 Preprocess on the Video 

The video needs to be pre-processed in order to get rid of 

the irrelevant aspects.  This is an important procedure as it 

will improve the efficiency of the remaining process. The 

video is preprocessed with the steps described in this 

section. 

 

2.1.1 Conversion to Greyscale 

As the process does not require color images, each frame in 

the video is converted to a gray scale image. 

 

2.1.2 Conversion to Binary Image 

The images are converted to binary image by using a 

suitable threshold. The suitable threshold is determined by 

using the Otsu Method which has been described in [8]. 

 

After obtaining the threshold t, the images are converted to 

binary by using, 

 

  1, yxF , when   tyxF , , else,   0, yxF . 

 

2.1.3 Edge Detection 

The edges of the object in the scene are determined in each 

frame of the video. The Canny Edge Detection Algorithm, 

described in [9] is used with the Scharr Edge Detection 

operator. This operator gives more enhanced edges than 

other gradient operators. The matrices for obtaining the 

horizontal and vertical gradient using Scharr Operator are 

given in [10]. 

 

This pre-processing step helps to obtain the points of interest 

for efficiently mapping the vibrations. 

 

2.2 Reporting the Displacements into the File 

The displacement of a point on the tuning fork is measured 

at in each frame of the camera. This displacement is 

measured in pixels. The instances at which this displacement 

is recorded are referred to as the timestamps. The time 

interval between consecutive timestamps must be as small 

as possible for greater accuracy in the measured amplitude. 

 

2.3 Reporting the Displacements into the File 

To ensure that the precision of the computing hardware does 

not affect the value of displacement, the readings have to be 

normalized. The normalization is performed in two steps: 

 Subtracting the value of minimum displacement 

from all the readings 

 Dividing each reading by maximum displacement 

 

A part of the file containing the normalized readings of a 

source vibrating at 98 Hz is shown in Table 1. It shows the 

readings obtained for one vibration. As the source 

considered has a constant frequency, these reading are 

repeated for all the vibrations throughout the file. The file 

contains 1000 timestamps and the displacement at each 

timestamp. 

 

2.4 Determining Frequencies of the Vibrations 

The records in the file are read sequentially to determine the 

local maxima and the local minima of displacement. The 

value of displacement before which the displacements are in 

increasing order and after which the displacements begin to 

decrease, marks a change from increase to decrease in 

displacement. This value of displacement is the local 

maxima. Similarly, the value of displacement before which 

the displacements are in decreasing order and after which the 

displacements begin to increase, marks a change from 

decrease to increase in displacement. This value of 

displacement is the local minima. 

 

From Table 1, we have local maximum at timestamp 9 (t9) 

and local minima at t14. As these readings are repeated, the 

next local maximum is obtained at t19. The difference 

between local maximum and its following local minimum 

gives the amplitude of vibration. The time required by the 

source to cover a distance equal to its amplitude of vibration 

is equal to half times the time period of vibration. Thus, the 

difference between the timestamps of local maxima and local 

minima of displacement is equal to half times the time period 
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of vibration. If the vibrations of the source are not constant, 

then time period between every local maxima and local 

minima needs to be calculated. 

 

Let tmax and tmin denote the timestamp at which local 

maximum occurs and the consecutive local minimum occurs, 

respectively. Let T denote the time period of the waveform. 

 

Thus, 

 

2minmax
Ttt 

   (1) 

 

Thus the frequency (f) of the vibration can be obtained as, 

 

minmax2

1

tt
f




   (2) 

 

Finally, the frequency of the sound wave (fs) is obtained as, 

 

fpsffs 
   (3) 

 

2.5 Preprocess for the Video 

The normalized readings with frequencies at each timestamp 

are used to generate a suitable audio file. Due to support for 

high sampling rate, wave file format has been used. The 

final audio file is generated using wave file format at 1 MHz 

sampling rate. 

 

3. TECHNIQUES TO IMPROVE ACCURACY 

When the frequency of vibration is very high and a suitable 

camera is not available, there are certain procedures that 

may be applied to improve the waveform being recorded. 

 

3.1 Interpolation 

Interpolation techniques, from [11], can be applied to 

determine the intermediate displacements of the vibrating 

source. 

 

3.2 Sub-Pixel Accuracy 

If the vibrations are very small and the amplitude accounts 

for only a few pixels then it may be needed to determine the 

displacements at a sub-pixel level, as in [12]. With Sub-

Pixel using Phase-Only Correlation (POC), it is possible to 

compute with up to 
th

1001 pixel accuracy, as shown in [13]. 

 

4. EMPERICAL RESULTS 

The wave file generated by experiment was compared with a 

reference file of 98 Hz audio signal. The comparison is done 

on GoldWave audio editing software, [14]. The comparison 

as obtained on GoldWave is shown in the Fig. 2 (a) and (b). 

Both the files are viewed at the same scale (2 units = 0.0002 

on Time axis, and 2 units = 0.01 on Amplitude axis). It is 

observed that the reference file shows discontinuities 

whereas the one obtained by the experiment does not show 

any discontinuities at this scale. Fig. 2 (c) is the screenshot 

of the file obtained by the experiment, viewed at a scale of 1 

unit = 0.000005 on Time axis, and 2 units = 0.0002 on 

Amplitude axis. The file begins to show noticeable 

discontinuities only at such a high magnification. 

 

The average result of the comparison of the five sound files, 

one of each tuning fork, with Praat software, [15], is shown 

in the Table 2. The comparison of various characteristics of 

sound confirms that the experimentally generated 

waveforms of the various frequencies are better than the 

reference files, respectively. 

 

The experiment was performed on a Windows 8 64-bit 

platform with 2.30 GHz processor and 8 GB RAM. The 

total time taken for preprocessing the 1000 frames, each 720 

576 pixels, and reporting the displacements into a file, as 

described in section 2.1 and 2.2, is approximately, 1020159 

ms. The time taken to determine the frequencies at each 

timestamp, as shown in section 2.4, is 0.0312137 ms. The 

time taken to generate the audio file, as described in section 

2.5, is 0.2656429 ms. 

 

Table -1: Part of the Normalized File (of Frequency 98Hz) 

with Frequencies determined 

Timestamps Displacement Frequencies (Hz) 

6 0.5 98 

7 0.810526316 98 

8 1 98 

9 1 98 

10 0.810526316 98 

11 0.5 98 

12 0.189473684 98 

13 0 98 

14 0 98 

15 0.189473684 98 

 

Table -2: Part of the Normalized File (of Frequency 98Hz) 

with Frequencies determined 

File 

Char-

acteristic 

Empirically 

Generated 

File 

Reference 

Wave File 

Reference 

MP3 File 

Standard 

deviation of 

pitch 

14109  Hz 
6104  Hz 

4104  Hz 

Jitter (local) 
14105  % 

10103  % 
310

% 

Jitter (local, 

absolute) 
18105  s 

14103  s 
8108.9  s 

Jitter (rap) 
14103  % 

10102  % 
4106  % 

Jitter (ppq5) 
14106  % 

10103  % 
4106  % 

Jitter (ddp) 
14109  % 

10106  % 
3102  % 
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5. DISCUSSION 

While recording an audio signal, background noise gets 

added to the desired signal when it propagates from the 

source to the recording system. This paper proposes an 

approach that does not rely on the propagated signal for 

recording the sound. Thus, it makes it possible to prevent 

the noise from being recorded. Apart from this, a number of 

potential strengths of the technique are highlighted in this 

section. 

 

5.1 Recording Sound of Any Frequency 

By Nyquist theorem, described in [16], a microphone with a 

sampling rate of 44.1 kHz can record a sound at most 22.05 

kHz.  The frequency response of the microphone is limited 

by the physical characteristics of the components that make 

up the microphone. Thus, there is a limit to the frequency of 

ultrasound that can be recorded by the microphone. The 

proposed approach may be able to record any frequency of 

ultrasound depending on the frame rate of the camera. With 

Femtophotography [5], it is possible to even record a photon 

of light moving. This means that it is possible to capture a 

vibrating object of 500 GHz. Thus, the approach can make it 

possible to record any ultrasound. 

 

5.2 Elimination of Noise 

Presently, active noise control, as described in [17, 18], is a 

method widely used for reducing unwanted sound in the 

environment. For Active noise control, the system needs to 

generate a secondary signal of nearly equal amplitude as the 

noise signal to interfere destructively with the noise, thereby 

cancelling the noise signal. In a complex field with many 

sources of sound, a number of secondary signals will need to 

be generated to cancel other signals in order to record only a 

particular sound signal. 

 

 

 
Fig -1: Comparison of the experimentally obtained wave file with a reference wave file of 98 Hz sound (a) Discontinuities of the 

reference wave file are clearly visible. (b) The experimentally obtained wave file does not show any discontinuities when viewed 

at the same scale as the reference file. (c) The experimentally obtained wave file begins to show noticeable discontinuities only 

when magnified to a much higher level. 

 

 

The proposed approach overcomes some limitations of 

active noise control in the following ways: 

 There is no introduction of a secondary source. 

 Even in a complex field with many sources of 

sound, only one camera would be needed to 

eliminate unwanted signals. This can be done with 

the help of object tracking. The desired source can 

be selected and the remaining sources can be 

discarded. Thus, even though there would be 

interference of sound waves from the various 

sources, only the sound from the selected source 

will be recorded. Various Object Tracking 

algorithms have been described and compared in 

[19]. 

 

5.3 Selection of Desired Sound 

By employing object tracking, we can track the desired 

source of sound. Thus, the proposed approach allows us to 

listen to a particular sound at a time when there are many 

sources producing sound simultaneously. 

 

5.4 A Consistent Approach 

Microphones come in a range of sizes and prices, having 

different directional properties. Each microphone is suited 

for a specific purpose. Like a microphone is used to record 

sound in air, a hydrophone, as described in [20], is used to 

record sound under water and a geophone, as shown in [21], 

is used to record vibrations under the ground. Every medium 

has a property called acoustic impedance, as defined in [22], 

which indicates how much sound pressure is generated by 

the vibration of the molecule of the medium at a particular 

frequency. Thus, different equipment has been designed for 

specific medium in which the sound is to be recorded. 

 

The proposed approach is independent of the acoustic 

impedance of the medium. Thus, it will be possible to apply 
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the same approach in any medium without any major 

changes in the operation. 

 

5.5 No Attenuation of Waves and Capable of 

Recording Very Small Amplitude 

As the approach does not rely on the signal propagated from 

the source to record the sound, the sound will be recorded 

clearly irrespective of the attenuation of signal caused by the 

medium. 

 

The proposed approach employed with a high resolution 

camera will be capable of recording extremely small 

vibrations. Thus, the sound signal of very low amplitude 

would be recorded in the presence of other high amplitude 

sound signals. 

 

5.6 Vibrating Source in Vacuum 

As the approach does not depend on the propagation of 

sound waves before recording the sound, it makes it possible 

to record a sound intended to be produced when the source 

is situated in vacuum. 

 

5.7 Faster Recording of Sound 

Velocity of sound differs from medium to medium. In 

certain applications, the sound may be needed instantly. 

Using the proposed approach; the delay in production of 

sound will be introduced by the camera, speed of light in the 

medium and computational cost in reproduction of sound. 

With the use of high speed processors and optimized 

computations, this delay can be made negligible as 

compared to the delay introduced by the speed of sound in 

most of the media. As the approach depends on the speed of 

light coming from the source rather than the speed of sound, 

it may be possible to record the sound instantaneously. 

 

6. CONCLUSIONS 

This paper proposes a novel approach for recording sound by 

mapping vibrations of the source. The experimental result 

confirms that the proposed algorithm applied on a 1000 fps, 

1750 fps, 3350 fps, 4250 fps, and 5000 fps video clip of a 

tuning fork vibrating at 98 Hz, 123.47 Hz, 174.61 Hz, 220 

Hz and 349.23 Hz, respectively, generates a smooth and 

accurate sound wave of the respective frequency. These 

experimentally generated sound file have significantly lower 

standard deviation and jitter as compared to a reference file 

of a the sound. The proposed technique employing high 

speed imaging can record the desired sound signal accurately 

by mapping the vibrations of the source and prevent the noise 

from being recorded. A number of potential advantages like 

consistency, no attenuation and capability to record any 

frequency of sound, etc. have been discussed. 

 

FUTURE SCOPE 

In this paper, tuning fork generating sinusoidal waves have 

been considered. As the result has been confirmed, the 

proposed technique needs to be tested for sound waves other 

than pure sinusoidal waves by considering more general 

vibrations. The technique needs to be developed to handle 

real time videos to enable real time sound recording. With 

the Ultra-fast imaging system, described in [23], developed 

at MIT, images of objects that are out of the line of sight of 

the camera can be captured. This system can be exploited for 

recording vibrations of the source which are not in the field-

of-view of the camera. 
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