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Abstract 
Binarization methods play a central role in document image processing. It is usually performed in the preprocessing stage and is 

important for document image processing tasks such as optical character recognition (OCR). Segmentation of text from badly 

degraded document images is a challenging task because of the high inter/intra-variation between the document background and 

foreground text of different document images. So method for segmenting the foreground text from the background is presented 

here. In this method first of all an image having high contrast has been constructed.  For this a rough estimation of background is 

to be made. Then a hybrid algorithm for thresholding has been used. It consists of both global and local thresholding methods. 

The Global thresholding step has been modified such that the output will not be a binarized image but an intermediate gray level 

image. It is helpful as most of the background gets eliminated.  Local thresholding will be applied on the result given by global 

thresholding step. This method is simple, robust and effective.  The proposed method works better than most of the existing local 

and global thresholding algorithms and is able to deal with degradations which occur due to strain, ink bleed through, low 

contrast, water marks, dust, smear and uneven illumination etc. This method has been tested on three public datasets that are used 

in recent document image binarization contest (DIBCO) 2009 and 2011and handwritten-DIBCO 2011and achieves the results 

which are significantly higher than or close to the best performing methods reported in three contests. Also to show the superior 

performance of the proposed method compared with other techniques, experiments have been performed on more challenging 

bickley diary dataset. 
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1. INTRODUCTION 

Historical documents are of great importance to us. Many 

efforts or programs at national and international level aim to 

preserve a large number of historical documents so that a 

more efficient information access can be done. These 

historical documents are to be converted into digital form 

for convenient and easy storage and therefore majority of 

the projects are based on this. Severe degradations of 

historical documents quality is caused due to aging, 

chemical procedure of paper fabrication and storage 

conditions. So for preserving the information contained in 

these documents we follow a technique called binarization. 

 

Binarization of document images is a challenging and old 

problem for Document Image Analysis and Retrieval 

(DIAR). The aim is to segment the pixels of the image in 

just two classes i.e. foreground and background. It is 

important for document image processing tasks such as 

optical character recognition (OCR) and usually performed 

in the preprocessing stage. 

 

Several binarization techniques were proposed and 

developed in literature. They can be categorized as global, 

local and hybrid methods. Global binarization or we can say 

global thresholding methods compute an optimal threshold 

for the entire image. These techniques work well for simple 

cases and require less computation. But these techniques fail 

if the background is complex or non uniform in color or 

poorly illuminated. In case of local binarization different 

thresholds for different target pixels are set depending on the 

information extracted from the local neighborhood. These 

techniques are more efficient in case of bleed through 

degradation or poorly illuminated document and are also 

sensitive to background noise. A combination of global and 

local binarization will give us a hybrid binarization 

technique. 

 

Many techniques for thresholding [1]-[4] have been reported 

for document image binarization. Global thresholding is 

usually not a suitable approach for the degraded document 

binarization as many degraded documents do not have a 

clear bimodal pattern. Brink [5], Kittler [6], Otsu [7] and 

Gatos [8] are some of the Global thresholding methods. 

Adaptive thresholding [9]–[15], is often a better approach to 

deal with different variations within degraded document 

images as it estimates a local threshold for each document 

image pixel. For example, the early window-based adaptive 

thresholding techniques [13], [14] estimate the local 

threshold by using the mean and the standard variation of 

image pixels within a local neighborhood window. These 

window based techniques have a drawback that the 

thresholding performance depends heavily on the window 



IJRET: International Journal of Research in Engineering and Technology        eISSN: 2319-1163 | pISSN: 2321-7308 

 

_______________________________________________________________________________________ 

Volume: 03 Issue: 06 | Jun-2014, Available @ http://www.ijret.org                                                                              141 

size and hence the character stroke width. Many other 

approaches have also been reported, including background 

subtraction [16], [17], texture analysis [19], recursive 

method [20], [21], Markov Random Field [22]–[25], 

matched wavelet [26], self-learning [27], Laplacian energy 

[28] user assistance [29], [30] and combination of 

binarization techniques [31], [32]. These methods combine 

different types of image information and domain knowledge 

and are often complex. 

 

The objective of this work is to propose a thresholding 

algorithm which gives better binarization results which are 

free from degradations such as smear, uneven illumination 

and bleed through. The paper is organized as follows. In 

Section II the proposed method is presented. Measurements 

of binary image quality are introduced in Section III. 

Experimental results are shown in Section IV. Finally a 

conclusion is drawn in Section V. 

 

2. THE PROPOSED METHOD 

The proposed method requires the image to be pre-

processed first. After that an estimated background is 

subtracted from the gray level filtered image and global 

binarization is applied. On the resultant image from the 

above step local thresholding is applied. Fig 1 shows the 

methodology followed to achieve the required binarization. 

 

2.1 Pre-Processing 

A preprocessing stage is necessary for the elimination of 

noisy areas from the source image. Gray scale image will be 

used i.e. image will be having 0 to 255 levels where 0 

corresponds to black and 255 corresponds to white. We have 

used a Gaussian filter for the elimination of noise. Although 

wiener filter can also be used as it has proven to be efficient. 

So a gray scale source image will be transformed into a 

filtered gray scale image. Also the edges are to be preserved 

so this step is important. 

 

2.2 Background Subtraction 

As the document image is having degradations we can make 

a rough estimation of background. The image is first dilated 

and then eroded morphologically. By doing so we are left 

with a rough estimation of the background in which no 

foreground text appears. Now this estimated background is 

subtracted from the filtered gray scale image. The resultant 

image will be an image having a high contrast. Now any 

thresholding algorithm will give us good results as most of 

the unwanted regions will be eliminated and an optimal 

value of threshold can be calculated. Figure 2 shows the 

resultant image after background subtraction. 

 

2.3 Global Threshold 

Now a global threshold is chosen for the entire image. Since 

Otsu thresholding method [7] has greater superiority and 

reasonable complexity compared to other global 

thresholding methods, we chose this method. Generally 

applying a global threshold gives us a binary image but we 

have modified this. The outcome of this step will be an 

image having gray scale values for the pixels that belong to 

the foreground and value 255 i.e. white for the background 

pixels. As a result we have an image which is an 

intermediate gray scale image. This means: 

 

𝑇 𝑥, 𝑦 =  
𝐼 𝑥, 𝑦  𝑖𝑓 𝐼 𝑥, 𝑦 ≤ 𝑡𝑔

255 𝑖𝑓 𝐼 𝑥, 𝑦 > 𝑡𝑔
             (1) 

 

Where, T(x,y) is the value assigned to the pixel after the 

global binarization step. I(x,y) is the gray value of the pixels 

and tg is the global threshold that is computed for the entire 

image. Otsu thresholding method preserves a maximum 

number of foreground pixels and also it generates less 

background pixels misclassification at the first stage. 

 

Fig -1: Methodology 

 

 
Fig -2: High contrast image after background subtraction 

 

2.4 Local Threshold 

Although the outcome of the previous step contains most of 

the background pixels separated from the foreground but 

some parts of the foreground still need to be clearly 

distinguished. Since some of the background pixels were 

earlier detected as foreground, these pixels are to be 

assigned to background class. So there is a requirement of 

Local thtesholding step. Local thresholding means 
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calculating a threshold for a particular region or a window. 

This method is applied to all of the non background pixels. 

Savoula’s method [13] has been used here. This technique 

provides us with a local threshold within the dynamic range 

of R. The equation for Savoula’s binarization formula is: 

 

𝑇 𝑥, 𝑦 = 𝑚 𝑥, 𝑦 .  1 + 𝑘.  
𝑠 𝑥 ,𝑦 

𝑅
− 1            (2) 

 

Where, m(x,y) is the local mean, s(x,y) is the local standard 

deviation and k is a constant. We have chosen the value of 

R=128, k=0.3 and window size=16. There parameters were 

chosen by experiments and they seem to give optimal results 

for Savoula’s binarization in our case. This method gives 

better results for segmentation of background or foreground 

pixels. 

 

2.5 Post Processing 

The binarization results can further be improved by some 

post processing. For this firstly, the foreground pixels that 

do not connect with other foreground pixels are filtered out. 

Secondly we will check if the pixels on symmetric sides of 

any of the pixels belong to same class i.e. foreground or not. 

If both pixels belong to same class but center pixel belong to 

another class then that pixel will be assigned as foreground 

pixel. Also single pixel artifacts will be removed. 

 

3. EVALUATION MEASURES 

For comparing the results of different binarization 

approaches some measurements of the image quality are to 

be computed. There exist different methods for the 

measurement of image quality. These methods can be 

grouped as analytical, empirical goodness and the empirical 

discrepancy groups. Analytical methods easily obtain the 

properties of binarization algorithm by analysis. In these 

methods it is not possible to analyze the other properties as 

no formal model exists. The empirical goodness methods are 

based on judging the quality of binarized image with certain 

quality measures generated according to human intuition. It 

has been stated by Fung [33] that the experiments show that 

the discrepancy methods are more effective than the 

empirical goodness methods. Whereas, the methods which 

use difference between a binarized image and ground truth 

image to compared and evaluate the performance of 

binarization algorithms are called empirical discrepancy 

methods. In this paper we use four of these measures to 

compare the proposed method to other methods. 

 

3.1 F- Measure 

Basically F-measure is the harmonic mean of precision and 

recall. This measure combines the precision and recall as 

follows 

 

𝐹 −𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +𝑅𝑒𝑐𝑎𝑙𝑙
                          (3) 

 

Where 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
,        𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =

𝑇𝑃

𝑇𝑃+𝐹𝑃
 

 

TP i.e. True Positives is the number of pixels which are 

classified as foreground in the binarized image and which 

are actually the foreground pixels in the ground truth image. 

FN i.e. False Negatives is the number of pixels which are 

classified as foreground in the binarized image but are 

background pixels in the ground truth image. FN i.e. False 

Negatives is the number of pixels classified as background 

in the binarized image which are actually the foreground 

pixels in the ground truth image. 

 

A high value of F-measure indicates that the binarized 

image and the ground truth image are approximately 

equivalent. Also it implies that precision and recall are 

having high values. 

 

3.2 Peak Signal to Noise Ratio 

PSNR is commonly used to measure the closeness of one 

image to another. A higher value of PSNR indicates the 

higher similarity of two images. C is considered as the 

difference between foreground and the background. 

 

              𝑃𝑆𝑁𝑅 = 10. log 
𝐶2

𝑀𝑆𝐸
            (4) 

 

Where, 

𝑀𝑆𝐸 =
  (𝐼 𝑥, 𝑦 − 𝐼′ 𝑥, 𝑦 )2𝑁

𝑦=1
𝑀
𝑥=1

𝑀.𝑁
 

 

I(x,y) is the binarized image pixel value compared with 

I’(x,y) which is the ground truth image pixel value at the 

same pixel coordinates (x,y). 

 

3.3 Negative Rate Metric 

NRM is based on pixel wise mismatches between the 

ground truth and the predicted image. It combines the false 

negative rate NRFN and false positive rate NRFP. 

 

                          𝑁𝑅𝑀 =
𝑁𝑅𝐹𝑁 +𝑁𝑅𝐹𝑃

2
                         (5) 

 

Where,  

𝑁𝑅𝐹𝑁 =
𝑁𝐹𝑁

𝑁𝐹𝑁 +𝑁𝑇𝑃
, 𝑁𝑅𝐹𝑃 =

𝑁𝐹𝑃

𝑁𝐹𝑃 +𝑁𝐹𝑁
 

 

3.4 Distance Reciprocal Distortion Metric 

DRD is used to measure the distortion in binary document 

images [13]. This measure correlates with human visual 

perception properly and measures the distortion for all the S 

flipped pixels according to following formula 

 

𝐷𝑅𝐷 =
 𝐷𝑅𝐷𝑘
𝑆
𝑘=1

𝑁𝑈𝐵𝑁
           (6) 

 

Here, DRDk is the distortion of the k-th flipped pixel. It is 

calculated using 5X5 normalized weight matrix WNm.  DRDk 

equals to the weighted sum of the pixels in the 5x5 block of 

the Ground Truth GT that differ from the centered k-th 

flipped pixel at (x,y) in the Binarization result image B. 
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𝐷𝑅𝐷𝑘 =   |𝐺𝑇𝑘

2

𝑗=−2

2

𝑖=−2

  𝑖, 𝑗 − 𝐵𝑘 𝑥, 𝑦 |𝑊𝑁𝑚  𝑖, 𝑗  

 

NUBN is the number of the non-uniform 8x8 blocks in the 

GT image. Here non- uniform means not all black or white 

pixels. A low value of DRD is preferable. 

 

3.5 Misclassification Penalty Metric 

A prediction against the Ground Truth (GT) image is 

evaluated on an object-by-object basis. Misclassification 

pixels are penalized by their distance from the ground truth 

object’s border providing us with a value of MPM. 

 

𝑀𝑃𝑀 =
𝑀𝑃𝐹𝑁 +𝑀𝑃𝐹𝑃

2
          (7) 

 

Where,  

                  𝑀𝑃𝐹𝑁 =
 𝑑𝐹𝑁

𝑖𝑁𝐹𝑁
𝑖=1

𝐷
 

 

4. EXPERIMENTS AND DISCUSSION 

To demonstrate the effectiveness and robustness of our 

proposed method a few experiments are designed. The 

proposed method is tested and compared with state-of-the-

art-methods over on three well known competition datasets.  

These datasets are DIBCO 2009 dataset [1], H-DIBCO 2010 

dataset [2] and DIBCO 2011 dataset [3]. Further the 

proposed technique is evaluated over a very challenging 

Bickley diary dataset [34]. Some examples from the DIBCO 

2011 dataset are shown in Fig. 3(a) and 4(a) with their 

binarized results 3(b) and 4(b) respectively. 

 

The binarization performance is evaluated by using F-

measure, Peak Signal to Noise Ratio (PSNR), Negative Rate 

Metric (NRM), Misclassification Penalty Metric (MPM) and 

Distance Reciprocal Distortion Metric (DRD). No all the 

metrics are applied on every image due to lack of ground 

truth image in some datasets. 

 

The dataset contains images which represent degradations 

such as variable background intensity, low contrast, 

shadows, bleed-through, smear, smudge etc. which appear 

frequently. We quantitatively compare our proposed method 

with other state-of-the-art techniques on DIBCO 2011 

dataset. These methods include Otsu’s method (OTSU) [7], 

Sauvola’s method (SAUV) [13], Niblack’s method (NIBL) 

[14], Bernsen’s method (BERN) [9], Gatos et al.’s method 

(GATO) [8], LMM [17] and BE [16] methods by Su, Lu and 

Tan [4]. The evaluation results of different methods 

including the proposed binarization method on DIBCO 

images database are presented in table 1, 2 and 3 for DIBCO 

2009, H-DIBCO 2010 and DIBCO 2011 respectively. From 

table 1 and 2 we can analyze that our method performs best 

in terms of F-measure, PSNR, NRM and MPM. This means 

that our proposed method produces a higher overall 

precision and preserves the text strokes better. The values of 

DRD and MPM should be low and F- measure and PSNR 

should have high values. Table 3 shows that this method 

performs best in terms of DRD and MPM which means that 

this method provides best visual quality and maintains good 

text stroke contours. F-measure and PSNR values are very 

close to the highest scores. 

 

Table -1: Evaluation results of the dataset of dibco 2009 

 

Table -2: Evaluation results of the dataset of h- dibco 2010 

 

Table -3: Evaluation results of the dataset of dibco 2011 

 

To show the robustness and superior performance of our 

method we evaluated our method on Bickley Diary Dataset. 

The images from Bickley diary dataset are taken from a 

photocopy of a diary that is written about 100 years ago. 

These are more challenging than the previous DIBCO 

datasets. The evaluation results are shown in Table- 4. 

 

 

 

Methods FM 

(%) 
PSNR NRM 

(× 10
-2

) 
MPM 

(× 10
-3

) 

OTSU [7] 78.72 15.34 5.77 13.3 

SAUV [13] 85.41 16.39 6.94 3.2 

NIBL [14] 55.82 9.89 16.4 61.5 

BERN [9] 52.48 8.89 14.29 113.8 

GATO [8] 85.25 16.5 10 0.7 

LMM [17] 91.06 18.5 7 0.3 

BE [16] 91.24 18.6 4.31 0.55 

SU [4] 93.5 19.65 3.74 0.43 

PROPOSED 93.82 19.67 3.27 0.24 

Methods FM 

(%) 
PSNR NRM 

(× 10
-2

) 
MPM 

(× 10
-3

) 

OTSU [7] 85.27 17.51 9.77 1.35 

SAUV [13] 75.3 15.96 16.31 1.96 

NIBL [14] 74.1 15.73 19.06 1.06 

BERN [9] 41.3 8.57 21.18 115.98 

GATO [8] 71.99 15.12 21.89 0.41 

LMM [17] 85.49 17.83 11.46 0.37 

BE [16] 86.41 18.14 9.06 1.11 

SU [4] 92.03 20.12 6.14 0.25 

PROPOSED 92.89 21.00 5.68 0.17 

Methods FM 

(%) 
PSNR DRD MPM 

(× 10
-3

) 

OTSU [7] 82.22 15.77 8.72 15.64 

SAUV [13] 82.54 15.78 8.09 9.20 

NIBL [14] 68.52 12.76 28.31 26.38 

BERN [9] 47.28 7.92 82.28 136.54 

GATO [8] 82.11 16.04 5.42 7.13 

LMM [17] 85.56 16.75 6.02 6.42 

BE [16] 81.67 15.59 11.24 11.40 

LELO [35] 80.86 16.13 104.48 64.43 

HOWE [27] 88.74 17.84 5.37 8.64 

SU [4] 87.80 17.56 4.84 5.17 

PROPOSED 87.83 17.79 3.96 3.29 
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Table -4: Evaluation Results of Bickley Diary Dataset 

Methods FM 

(%) 
PSNR NRM 

(× 10
-2

) 
MPM 

(× 10
-3

) 

OTSU [7] 50.42 7.58 21.41 196.98 

SAUV [13] 64.60 11.62 23.26 28.97 

NIBL [14] 67.71 9.79 9.52 105.17 

BERN [9] 52.97 7.71 18.86 193.35 

GATO [8] 69.13 11.44 21.89 36.57 

LMM [17] 66.44 10.76 17.50 72.08 

BE [16] 34.65 3.54 40.78 370.15 

SU [4] 78.54 13.15 12.92 16.71 

PROPOSED 78.78 13.50 12.07 12.10 

 

5. CONCLUSIONS 

Development of thresholding algorithms for historical 

documents is crucial and necessary. The results of 

traditional approaches based either on the calculation of a 

global or local threshold are highly dependent on the type of 

the document image degradation and the quality of the 

binarization is significantly affected in some cases (for 

example, the global thresholding is not suitable for stained 

paper). 

 

Firstly this method makes use of background subtraction 

which provides us with an image which is high in contrast. 

This helps to suppress the background variation and avoid 

the over-normalization of the document images with less 

variation. The method used for background estimation is 

better than other methods like polynomial smoothing. 

Secondly, Otsu’s method is used for getting most of the 

background eliminated. Majority of the background pixels 

are separated from the foreground.  Thirdly, the background 

pixels which were estimated as foreground are eliminated in 

local thresholding step. This method is tolerant to different 

types of degradations such as uneven illumination and 

document smear. The proposed technique is simple and 

robust. Also it works for different types of degraded 

document images. This method has been tested on DIBCO 

2011 dataset. Experiments show that the proposed method 

outperforms most of the document binarization methods in 

terms of F-measure, PSNR, NRM, MPM and DRD. 

 

 
Fig -3(a): Original Image 

 

 

 
Fig -3(b): Binarized Result 

 

 
Fig -4(a): Original Image 

 

 
Fig -4(b): Binarized Result 
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