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Abstract 
Mobile Computing Environment (MCE) consisting portable computing devices interconnected by wireless medium, are 

increasingly being used in many area of science, business and education etc nowadays. It is the computation made over physical 

mobility. MCE facilitate the user to perform a task from a distant place from the device. This provides flexible communication 

between user and continuous access to networked services. Mobile computing shares many features with distributed computing as 

the application runs in MCE executes in distributed manner i.e. an application is combination of multiple tasks and these task 

schedule on the available resources to be execute. The performance of an application is depending on task scheduling technique 

in MCE. Task scheduling technique consist in finding an allocation of the tasks to the processors such that the total execution cost 

and time are minimized or processing reliability is maximized. So the ultimate objective of finding task scheduling technique is to 

improve the performance in terms to minimize cost and time and maximize reliability of MCE. In MCE an application can be seen 

as one or multiple task modules and each of the task modules allocate on available processor for its execution. Therefore, in this 

paper, the problem of scheduling the tasks in mobile computing environment is explore with objectives to minimize processing 

cost, processing time or maximize the processing reliability through a new task scheduling technique to optimize performance in 

MCE. The nature of the assignment will be static. 
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1. INTRODUCTION 

Advances in communication and computing technologies 

have introduced a new way of computing environment, called 

„Mobile Computing Environment (MCE)‟, which allows 

mobility of users thereby providing “anytime anywhere” 

computing environment. The mobility of user (or device) 

results in a highly dynamic environments with respect to the 

availability of resources/infrastructures for any application 

running on the mobile devices. Also, in a mobile computing 

environment, location has a profound effect. A Mobile 

Computing Environment (MCE) consists of a set of multiple 

processors interconnected by wireless communication links 

and equipped with software systems to produce an integrated 

and consistent processing environment. The task partitioning 

and scheduling strategies also play an important role for 

achieving high performance in MCE and an efficient task 

scheduling technique can utilize the resources in the MCE to 

complete the task execution at the earliest or in optimize 

manner. Task scheduling is a very common and challenging 

problem in MCE and it deals with finding an optimal 

scheduling of tasks to the processors so that the processing 

cost and processing time are be minimized and the processing 

reliability is maximized without violating  any of the system 

constraints. 

 

Processing time is referred as the time taken by the task for 

its execution, expenses occurs during the task execution is 

describe as the processing cost and  reliability can be 

consider as the reliability of its processors as well as the 

reliability of its communication links. Distribute data across 

processors unevenly so that each processor performs the 

volume of computation proportional to its speed is a common 

approach to solve task scheduling problem in MCE. This 

problem deals with finding an optimal task scheduling 

technique to the processors so that the processing time and 

cost can be minimized and processing reliability can be 

maximized for task scheduling in MCE. In MCE, the 

objective is to make processors busy executing tasks all the 

time by ensuring that it does not get idle and this serves the 

purpose. Task optimization is highly dependent on the tasks 

allocation method onto the available processor. In order to 

improve the performance of MCE, application workloads are 

divided into small independents units called tasks and these 

tasks need to be execute on available processor through a 

task scheduling technique. 

 

Task scheduling technique should be capable enough in 

terms of optimize processing capabilities in MCE i.e. 

minimize processing cost, minimize processing time and 

maximize processing reliability. This research paper explore 

task scheduling problem with n number of processors and m 

number of tasks where m>n in MCE and these tasks are need 

to schedule on the available processors in optimize manner 

with satisfying the processing constraints i.e. time, cost and 

reliability. In task scheduling problem once available 

processors are scheduled with a single task while the 

remaining tasks have to wait (if the numbers of task are 

greater than numbers of processor) until the present 

scheduled task will execute. To overcome such problem in a 

MCE, a task scheduling technique would be needed where 

more than one task to a single processor can be schedule in 
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order to achieve minimum processing time, processing cost 

and maximum processing reliability in MCE. Some of the 

task allocation schemes have been reported in the literature, 

such as Task modeling [1], Scheduling of tasks [2, 5, 7, 8, 

11], Task allocation scheme [3, 15, 20], Resource allocation 

[4, 13, 14, 16, 19], Load balancing [10], Static task 

assignment [6], Resource scheduling [9], Job scheduling 

algorithm [12], Resource management and scheduling [17], 

Application scheduling in Mobile Cloud Computing [18]. 

This research paper propose a new task scheduling technique 

to task allocation in MCE by using the proper utilization of 

processors of the MCE so the problem of load balancing can 

be avoid. 

 

2. NOTATIONS 

p   Processor 

t   Task 

n   Number of Processors 

m   Number of Tasks 

TCR   Task Cost Reliability 

MTCR   Modified Task Cost Reliability 

 

3. OBJECTIVE 

The objective of this research paper is to solve task 

scheduling problem in an efficient manner so that maximum 

level of optimization is achieved in order to minimize 

processing cost and time and maximize reliability by the 

proper utilization of resource in Mobile Computing 

Environment (MCE). The applied technique would also 

ensure that processing of all the tasks and its sub tasks as task 

modules are more than the numbers of processors in the 

MCE. The type of assignment of tasks to the processor is 

static. In this research paper performance is measured in term 

of processing time, cost and reliability of the task that have to 

be get processed on the processors of the environment and it 

have to be optimally processed i.e., time, cost to be 

minimized and reliability maximized. 

 

4. TECHNIQUE 

In order to obtain the overall optimal processing cost or 

processing time or processing reliability of a Mobile 

Computing Environment (MCE), this research paper consider 

a problem of task scheduling where a set P = {p1, p2, 

p3,………pn} of  „n‟ processors with different processing 

capabilities  and a set T = {t1, t2, t3,………tm} of „m‟ tasks, 

where m>n, every task has also contain some number of sub 

tasks module. Processing time, cost and reliability are known 

for each tasks module to the processor and arrange in TCTR. 

Initially processing cost, processing time will be initializing 

as zero (0) and processing reliability as one (1). Task 

scheduling algorithm will find for the minimum value by row 

(without repeating the column in the matrix) for processing 

time, cost or maximum for processing reliability, in result 

would get the tasks equal to number of processors available 

in the MCE and those task will get assigned. The process will 

repeat until number of tasks will remain lesser than the 

processor available in the environment. Once that situation 

will occur where the numbers of processors are greater than 

the tasks waiting for the processing then will make slide 

change in the technique. Instead of searching element row 

wise, the search will be column wise that will make enable 

the final allocation of remaining unscheduled task in MCE. 

The function to calculate overall time [Etime], cost [Ecost] 

and reliability [Ereilability] is given here: 

 

Etime =       ETij  Xij

n

i=1

   

n

i=1

  (i) 

Ecost =       ECij  Xij

n

i=1

   

n

i=1

  (ii) 

Ereliablity =       ERij  

n

i=0

 
n

i=1

 Xij   (iii) 

 

5. ALGORITHM 

1. Start Algorithm 

2. Read the number of task in m 

3. Read the number of processor in n 

4. Store task and Processing Cost, time and reliability into 

Matrix PCTR (,) n x m of order 

5. While (All task! = Assigned) 

{ 

i. Check if the matrix containing numbers of tasks are 

greater than or equal to numbers of processors (m>=n) 

then go to step (ii) else step (iv) 

ii. Search minimum value row wise in the matrix for 

time, cost or maximum value for reliability. 

iii. Check if the column is previously selected for 

minimum/maximum value then GO TO step – (ii) to 

find next minimum value for the row else Goto step 

(vi) to assign eligible task. 

iv. Search the minimum value for cost, time or maximum 

value for reliability column wise in the matrix 

v. Check if the row is previously selected for minimum 

or maximum value then GO TO step – (iv) to find 

next minimum or maximum value for the column else 

Goto step (vi) to assign eligible task. 

vi. Assign the eligible tasks to available processors 

} 

6. State the results 

7. End of algorithm 

 

6. IMPLEMENTATION 

This research paper consider Mobile Computing 

Environment (MCE) which consist a set P of 3 processors 

{p1, p2, p3}, and a set T of 3 tasks {t1, t2, t3}. Each tasks 

contained some number of modules and these modules 

belongs to different tasks would be process on available 

processors in MCE as mentioned in mentioned in Figure 1. 
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Fig 1: Task modules originating from different mobile hosts 

are waiting in queue. 

 

Table 1: Tasks and their modules 

t1 {m11, m12, m13, m 14,m15, m 16} 

t2 {m21, m22, m23, m24, m25, m 26, m 27} 

t3 {m31, m32, m33, m34, m35, m36, m37, m38} 

 

Each task contained different individual task components 

which are known as modules. The processing time (t), 

processing cost (c) and processing reliability (r) of each task 

modules to each processor are known and mentioned in 

Processing Cost Time Reliability (PCTR) matrix as 

mentioned in Table 2 

Table 2: Processing Time Cost Reliability Matrix 

 Processors p1 p2 p3 

Task Modules t-c-r t-c-r t-c-r 

t1 m11 15-100-0.999111 18-135-0.999125 17-110-0.999450 

m12 16-110-0.999429 20-125-0.999159 18-115-0.999429 

m13 21-115-0.999423 16-105-0.999328 15-120-0.999418 

m14 18-120-0.999218 22-130-0.999419 23-100-0.999458 

m15 19-105-0.999451 30-150-0.999480 26-125-0.999450 

m16 33-125-0.999329 25-145-0.999219 28-155-0.998219 

t2 m21 16-110-0.999112 18-125-0.941124 17-115-0.999418 

m22 17-100-0.999149 20-135-0.982152 18-110-0.999429 

m23 22-125-0.999533 16-130-0.979317 15-120-0.999418 

m24 19-110-0.973218 22-105-0.999419 23-100-0.999413 

m25 29-105-0.929431 30-150-0.989411 26-125-0.999414 

m26 33-125-0.979328 25-145-0.969019 28-150-0.998226 

m27 31-115-0.924322 22-140-0.924219 25-155-0.998214 

t3 m31 15-125-0.999669 19-110-0. 997854 18-150-0. 998967 

m32 18-100-0.999433 21-135-0. 998780 19-110-0. 999232 

m33 26-130-0.998798 14-125-0. 998955 16-115-0. 987432 

m34 21-110-0.999754 21-135-0. 987432 22-100-0. 999876 

m35 29-105-0. 998766 32-155-0. 999578 24-185-0. 999866 

m36 37-115-0. 998654 22-145-0. 998643 29-140-0. 998456 

m37 35-125-0. 999478 25-160-0. 998903 24-105-0. 999754 

m38 30-155-0. 999268 21-140-0. 998458 25-165-0. 996371 

 

 

To proceed further with task scheduling problem in PCTR 

matrix, considering that t1 is based on processing time (t) (it 

may be processing cost or reliability), task t2 is based on 

processing cost (c) (it may be processing time and reliability) 

and task t3 is based on processing reliability (r) (it 

 

 

may be processing time and processing cost). Hence a new 

matrix named MPCTR can be derived by using PCTR, In 

MPCTR task t1 will represent processing time (t), t2 task 

processing cost (c) and t3 task processing reliability (r). New 

matrix MPCTR represent as Table 3: 

 

Table 3: Modified Processor Cost Time Reliability Matrix 

 Processors p1 p2 p3 

Task Modules t-c-r t-c-r t-c-r 

t1 m11 15-…-… 18-…-… 17-…-… 

m12 16-…-… 20-…-… 18-…-… 

m13 21-…-… 16-…-… 15-…-… 

m14 18-…-… 22-…-… 23-…-… 

m15 19-…-… 30-…-… 26-…-… 
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m16 33-…-… 25-…-… 28-…-… 

t2 m21 ...-110-… ...-125-… ...-115-… 

m22 ...-100-… ...-135-… ...-110-… 

m23 ...-125-… ...-130-… ...-120-… 

m24 ...-110-… ...-105-… ...-100-… 

m25 ...-105-… ...-150-… ...-125-… 

m26 ...-125-… ...-145-… ...-150-… 

m27 ...-115-… ...-140-… ...-155--… 

t3 m31 …-…-0. 999669 …-…-0. 997854 …-…-0. 998967 

m32 …-…-0. 999433 …-…-0. 998780 …-…-0. 999232 

m33 …-…-0.998798 …-…-0. 998955 …-…-0. 987432 

m34 …-…-0. 999754 …-…-0. 987432 …-…-0. 999876 

m35 …-…-0. 998766 …-…-0. 999578 …-…-0. 999866 

m36 …-…-0. 998654 …-…-0. 998643 …-…-0. 998456 

m37 …-…-0. 999478 …-…-0. 998903 …-…-0. 999754 

m38 …-…-0. 999268 …-…-0. 998458 …-…-0. 996371 

 

 

MPCTR can be break into three different tables for each 

constraint i.e. Table 4 for processing time, Table 5 for 

processing cost and Table 6 for processing reliability in order 

to demonstrate all the three constraints of processing i.e. time 

cost and reliability in Mobile Computing Environment 

(MCE). 

 

Table 4: Processing Time 

 m11 m12 m13 m14 m15 

p1 15 16 21 18 19 

p2 18 20 16 22 30 

p3 17 18 15 23 26 

Table 5: Processing Cost 

 m21 m22 m23 m24 m25 m26 m27 

p1 110 100 125 110 105 125 115 

p2 125 135 130 105 150 145 140 

p3 115 110 120 100 125 150 155 

 

 

 

 

 

 

 

Table 6: Processing Reliability 

 

 m31 m32 m33 m34 m35 m36 m37 m38 

p1 0. 999669 0. 999433 0.998798 0. 999754 0. 998766 0. 998654 0. 999478 0. 999268 

p2 0. 997854 0. 998780 0. 998955 0. 987432 0. 999578 0. 998643 0. 998903 0. 998458 

p3 0. 998967 0. 999232 0. 987432 0. 999876 0. 999866 0. 998456 0. 999754 0. 996371 

 

 

To demonstrate new scheduling technique, this research 

paper is initially considering Table 4 for task scheduling in 

MCE. Table 4 represent number of five modules which are 

originally belongs to task t1 need to get schedule on number 

of 3 processors.  In Table 4 numbers of task modules are 5 

and the numbers of processors are 3 (m>n), scheduling 

technique will determine minimum value for each row and 

will get the resulting output as mentioned in Table 7: 

 

Table 7: Matrix representing minimum value 

 m11 m12 m13 m14 m15 

p1 15     

p2   16   

p3  18    

Hence there are only three processors in the environment, 

employed technique would schedule only three task module 

in MCE as mentioned in Table 8. 

 

Table 8: Scheduling Table 

Processor Task Processing Cost 

p1 m11 15 

p2 m12 16 

p3 m13 18 

 

After the first task scheduling step execution, still two task in 

the queue and gets unscheduled, here numbers of processors 

are greater than number of task (two) (m<n), now the element 

will be searched by column wise and that approach will 

ensure that none of the task module will get remain 
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unexecuted. And the final task scheduling is mentioned in 

Table 9. 

 

Table 9: Overall processing time 

Processor Task Processing 

time 

Etime 

p1 m11 * m14 33 93 

p2 m12 16 

p3 m13 * m15 44 

 

Graphical representation of overall processing time is 

mentioned in Fig 2: 

 

 
Fig 2: Overall processing time taken by the processor in 

MCE 

 

By applying the same task scheduling technique, this 

research paper would also calculate processing cost and 

processing reliability for the given example in this research 

paper as mentioned in Table 10 and Table 11 respectively. 

 

Table 10: Overall processing cost 

Processor Task Processing 

Cost 

Ecost 

p1 m22 * m25 * 

m27 

320 820 

p2 m23 *  m24 235 

p3 m21*  m26 265 

 

Graphical representation of overall processing cost is 

mentioned in Fig 3: 

 
Fig 3: Overall processing cost occurred during the execution 

in MCE 

 

Table 11: Overall processing reliability 

Processor Task Processing 

Cost 

Ereliability 

p1 m31* m34 * 

m36 

0.998077 0.993508 

p2 m33 *  m37  * 

m38 

0.996320 

p3 m32*  m35 0.999098 

 

Figure 4 showing graphical representation of overall 

processing reliability of given example: 

 

 
Fig 4: Overall processing reliability of the task in MCE 

 

7. CONCLUSIONS 

This research paper provide the solution to the problem of 

task scheduling through a smart task scheduling technique, in 

which the number of the tasks is more than the number of 

processors in Mobile Computing Environment (MCE). Opted 

scheduling technique will ensure to satisfy various 

constraints i.e. time, cost and reliability in MCE. The task 

scheduling technique is presented in pseudo code and applied 

on the several sets of input data to test the performance and 

effectiveness of the pseudo code. Optimization of task is the 

common objective for any task scheduling problem that the 
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task needs to be processed with optimal time, cost and 

reliability. This paper consider three tasks i.e. t1, t2 and t3 with 

different tasks module and process t1 with minimum time, t2 

process with minimum cost and t3 process with maximum 

reliability in MCE. The optimal output of the given example 

that is consider in research paper to test the task scheduling 

technique is mentioned in the implementation section of the 

paper is mentioned in Table 12: 

 

Table 12: Consolidated results for Time, Cost and Reliability in MCE 

Task p1 p2 p3 Optimal 

ETime 

Optimal 

ECost 

Optimal 

Ereliablity 

t1 m11 * m14 m12 m13 * m15 93 --- --- 

t2 m22 * m25 * m27 m23 * m24 m21 * m26 --- 820 --- 

t3 m34 * m31 * m36 m33 *  m37  * m38 m32*  m35 --- --- 0.993508 

       

 

 

 
Fig 5: Final Task Scheduling in Mobile Computing 

Environment (MCE) 

 

The technique stated in pseudo code applied on several sets 

of input data and that verified the objective of get maximum 

processing reliability for given tasks for their execution. The 

analysis of an algorithm mainly focuses on time complexity. 

The time complexity of above mentioned algorithm is 

O(m+n). By taking several input examples, the above 

algorithm returns results as mentioned in Table 13. 

 

Table 13 Time Complexity 

Number of 

Processors 

(n) 

Number 

of tasks 

(m) 

Complexity of 

algorithm [5] 

O(mn
2
) 

Complexity 

of present 

algorithm 

O(m+n) 

3 5 45 8 

3 6 54 9 

3 7 63 10 

3 8 72 11 

3 9 81 12 

4 5 80 9 

4 6 96 10 

4 7 112 11 

4 8 128 12 

4 9 144 13 

5 6 125 11 

5 7 150 12 

5 8 175 13 

5 9 200 14 

5 10 225 15 

 

Time complexity comparisons (as mentioned in Table 13) are 

shown in Figure 6, 7 and 8. 

 

 
Fig 6: Time complexity for No of Processors 3 

 

 
Fig 7: Time complexity for No of Processors 4 
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Fig 8: Time complexity for No of Processors 5 
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