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Abstract 
Abstract-Automotive Electronics sector having more demand due to day by day increasing technology. Most of luxurious cars having 

more automatic controls for different parameters. Automatic Guided Vehicle (AGV)[2]nothing but vehicle guideline provided by 

capturing images of the road. Intelligent driver assistance system nothing but provide the full assistance to the driver when drive 

driving the car on the road along with considering the traffic intensity & white lane detection. System consist of the camera module 

used to take continuous video streaming. This stream video store into SD card first & process this video by writing the script in 

python. Lane detection is done from the video by using the Hough Transform Algorithm & Hough lines. Design the system in such a 

way that by considering small Robot as the demo module & one is pilot car it acts as obstacle in all the direction[5].Detection of the 

obstacle in front & rear direction means it need different type of obstacle detector sensors to detect the obstacle. Ultrasonic sensor it 

acts as the obstacle detector to detect the any obstacle within the range of 4 meters. Full driver assistance provided by detecting the 

side lane by taking the video streaming by using camera mounted on the car & obstacle detection is done by using the Ultrasonic 

sensor module. It is possible to display the distance apart from obstacle in meter on the display. Display consist of TFT screen 

connected to the system to display the continuous video & distance from other car. All system implemented on the new platform 

Raspberry Pi Development Board having ARM1176EJ-FZS core & BCM Audio-Video Codec with operating frequency 

700MHz.Board support TFT screen as well as the HDMI support. 
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1. INTRODUCTION 

Driver Assistance system nothing but provide the assistance 

for the driver when he driving the car. It includes the lane 

departure warning system by detecting the white lanes of the 

road. Reverse parking assistance provided by using Ultrasonic 

Sensor by sending the trigger & wait for echo response. This 

system based on Raspberry Pi with having ARM11 & BCM 

Audio-Video codec which need to used the Raspbean 

operating system. By using the ultrasonic sensor on front 

,back. Hough transform & Hough line is used to detect the 

side lanes. This transform algorithm is used to process the 

continuous video streaming & process video display on the 

TFT screen. It is possible to turn on the camera by writing the 

script in python for GPIO’s & USB 2.0 Webcam. Driver 

assistance nothing but detecting the side lane means to provide 

lane departure warning system by using Hough Transform 

algorithm with obstacle detecting warning using Ultrasonic 

sensors. Continuous video process is done by Detecting the 

white lines using Hough lines. 

 

This Driver assistance nothing but to provide the driver 

assistance by detecting white lanes .Using the Hough transform 

& Hough lines it is possible to process the continuous video 

getting from the webcam. Ultrasonic sensor module is used to 

detect the obstacle. This system is completely based on the 

Raspberry Pi with having ARM11 core with BCM audio-video 

codec from Broadcom which need TFT screen to display the 

camera video on the screen. If driver driving the car in the 

reverse direction so ultrasonic sensor used to detect the 

obstacles. Captured image is bulky & robust difficult to process 

& storage[1].Reverse control the car by detecting the obstacle 

using ultrasonic sensors it is possible to measure the distance 

between the two cars by calculating the response time getting 

time from the system it need to calculate the distance & display 

on the screen. It is possible to Design the GUI using the 

python. There are many application examples including 

multiple trailer trucks, articulated buses, boat or camping 

trailers, airport luggage carriers and passenger vehicles. The 

fabrication cost of passive trailers is lower than active vehicles. 

The operation cost is much lower because the [2] system used 

to provide the assistance for the driver. 

 

2. STRUCTURE AND PRINCIPLE 

System consists of the 2 ultrasonic sensor it is used for 

detecting the obstacles in front & rear direction with distance 

in meter in range. camera used for taking the front video. DC 

Motor driver L293D used to drive the DC motors & also used 

for to increase the current rating for DC motors. DC motors 

used to give rotation to the wheels. It can be forward & 

reverse direction.USB 2.0 webcam is used to take the 

continuous video. These video processes by using the Hough 

transform & display process video on the TFT screen. 

Raspberry Pi Development board is used to control all system 

with it having Raspbean Linux operating system with having 
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Linux kernel. It is possible to run project to create the GUI 

interface using python to provide the user interface with the 

system. Figure 1.shows the actual implementation of the 

system by considering the all parameters. Ultrasonic sensor is 

acts as RADAR used to detect the obstacle. This system 

implemented on the one Robot module. Robot module of the 

system nothing but connect the four DC motors with wheels to 

the system it acts as the 4 wheels of the car. DC motor driver 

L293D used to drive the DC motor. One 12V DC battery 

mounted Robot to provide supply to system. 

 

 
 

Fig-1: Block Diagram of the System 

 

3. HARDWARE DESIGN 

3.1 Ultrasonic Sensor Modules 

Ultrasonic module is used to detect the obstacles in all side. It 

is having 4 meter range. It used to detect the obstacles very 

precise manner. 

 

3.2 USB 2.0 Webcam Camera Module 

It is used to take the continuous video in front as well as back 

side with 30 frames per second. It is used for just capturing the 

images from the outside the world. 

 

3.3 DC Motor Driver L293D 

It is used to drive the DC motor in all the direction control 

through the program ,it is also possible to change the power 

supply polarity from programming. It having the 600mA 

current rating. 

 

3.4 DC Motors 300 rpm 

In car module DC Motor is used to drive the wheels connected 

to the car module. Also it is possible to control the speed of the 

Dc motor by using L293D DC motor driver. 

 

3.5 5 inch TFT LCD Screen 

It is used to provide the complete user interface with the 

system. It is also used to show the distance apart from the other 

car in all the directions. Also it shows the front & rear side 

video on the screen as per user changing the direction or gear 

in front & back direction. 

 

3.6 Raspberry Pi Development Board 

It is the main heart of the system it is used to control all the 

system. It having ARM 11 Core with BCM Audio-Video 

Codec used to provide the GPIO’s with having operating 

frequency 700MHz. 

 

4. SOFTWARE DESIGN 

4.1 Flowchart -Design flow of System 

 
 

Fig-2: Design Flow Diagram of System 

 



IJRET: International Journal of Research in Engineering and Technology               eISSN: 2319-1163 | pISSN: 2321-7308 

 

__________________________________________________________________________________________________ 

Volume: 03 Issue: 05 | May-2014, Available @ http://www.ijret.org                                                                                     399 

4.2 Porting of Raspbean OS on Raspberry Pi 

To port Linux kernel on the Raspberry Pi board nothing but 

take 4/8GB SD card place Raspbean OS kernel image file in 

card make it bootable. 

 

4.3 Installation of Tool chain 

For writing script in python it need to install python in 

raspberry, for Image capturing & video streaming it needs its 

own libraries by using following commands we get 

 

$sudo apt-get install python 

$sudo apt-get install ffmpeg 

$sudo apt-get install fswebcam 

$sudo apt-get install omxplayer 

$sudo apt-get install gstreamer-0.10 

after installing this we can take image by writing 

$fswebcam –r 1280x720 cam1.jpg 

$gstreamer-0.10 used by using gst-launch-0.10 plugin 

$gst-launch-0.10 videotestsrc ! ffmpegcolorspace ! 

autovideosink 

$gst-launch=0.10 videotestsrc ! pattern=11 ! 

ffmpeggcolorspace ! autovideosink 

 

4. Remote access 

Connect raspberry pi to router switch then ping it by using 

 

$nmap –sn 192.164.1.1/24 

$ssh pi@192.168.1.107 

for GUI Desktop use $startx 

 

 

5. IMPLEMENTATION 

5.1 Raspberry Pi Development Board 

Raspberry Pi consist of having ARM1176EJ-FZS core with 

BCM Audio-video codec with having SPI,I2C Facilities with 

number of GPIO,700MHz speed. 

 

 
 

Fig-3: System Development Board 

5.2 Demo Model 

Demo module consist of the actual the Raspberry Pi board 

with TFT screen connected to the all the peripherals with 

having the ultrasonic interface, Dc motor interface, camera 

interface , Battery interface with 4 wheel chasse system it like 

the on car module of the system . 

 

 
 

Fig-4: Demo Module 

 

It having onboard peripherals like Ethernet port USB 2.0 port, 

3 UART, GPIO pins, TFT screen interface connector, also it 

having onboard Raspbean operating system within it . having 

Boot mode & NVROM flash mode also. It supports all higher 

level languages like C,C++ also ,so it is possible to write 

device driver program to control the speed of the DC motors as 

well as to control the Ultrasonic sensor modules & also 

implemented the TFT screen driver it is used to show all the 

parameters on the screen. So writing python script we can 

interface GPIO pins by importing library files of the raspberry 

pi development board for example test.py we can write this 

script in IDLE python editor 

 

import RPi.GPIO as gpio 

import time 

gpio.setmode(gpio.BCM) 

gpio.setup(25, gpio.OUT) 

while True: 

gpio.output(25, gpio.HIGH) 

time.sleep(1) 

gpio.output(25, gpio.LOW) 

time.sleep(1) 

 

mailto:pi@192.168.1.107
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after this we can run by pressing Ctrl+S & then run it by 

pressing F5.Then for capturing video straming it need to write 

another script. We can run this on command promt 

 

$python test.py 

 

For continuous video streaming avconv or ffplay 

 

$avconv –f video4linux2 –I /dev/video0 video0.avi 

$ffplay –f video4linux2 –framerate –video_size 320x240 

/dev/video 

If we want to see output on HDMI the use 

$omxplayer –o hdmi myvideo.mp4 

To show capture image use 

$fbi cam.jpg 

 

In this system design in such a way that it is used to provide 

the complete driver assistance about the car safety. Ultrasonic 

sensor it work on the principle of the RADAR it sends first the 

trigger signal at that time system starts the timer & when echo 

receive from the system the timer stop at that time we are 

getting the time by using this time it is possible to measure the 

distance of the car 

 

 
 

Fig -5: Case Study Module 

 

Design consideration case study demo module consist of one 

Robot Module consist of one webcam, Ultrasonic sensors,DC 

motors, Raspberry Pi development board along with TFT 

screen. Also for demo purpose Fig-5: show that the actual 

consider of the road lane module made on the chart sheet 

paper. 

 

6. CONCLUSIONS 

We have purpose this system to provide the complete driver 

assistance about each & every movement of the car in 

particular direction. System based on the ARM Samsung 

platform so the operating frequency of this board is very high 

it fulfill the requirement of the system. The System is 

implement for to provide the complete driver assistance when 

driver driving the car on the road to avoid the damage of the 

car. This part of the car system implemented by observing the 

scenario of the day today life.Hough Transform algorithm is 

used to process the video stream getting from the camera. In 

Hough transform consist of the Hough line used to detect the 

white lines of the when moving car moving on the road. If 

robot on the lane then buzzer siren means system gives 

warning to the driver about lane departure.So,it is nothing but 

the lane departure system of the car. 
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