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Abstract 
This piece of work researches the intrusion detection problem of the network sanctuary; the primary task is to classify network 

behavior as normal or abnormal while reducing misclassification. In this paper, two efficient data mining algorithms are combined 

together to detect the network intrusion. Combining SVM and Ant colony (CSVAC) used for well-organized data classification, this 

technique takes the advantage of both the algorithm while avoiding their weaknesses. This algorithm is implemented and evaluated 

using standard benchmark KDDCUP99 data set. Experimental results drastically well produce superior results than the other 

algorithm in terms of accuracy rate and run time efficiency, and this algorithm able to detect the new types of attacks 
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1. INTRODUCTION 

In today’s information system security as remained one hard 

line area for both computers and networks. Although different 

tackles and methods have been proposed to handle the security 

problem, very few are adequate and efficient enough for real 

applications. The Intrusion Detection system is used to protect 

the system from various types of computer viruses and attacks. 

To protect the computers and networks from various cyber-

attacks and viruses the Intrusion Detection Systems (IDS) are 

designed. An IDS is a mechanism that monitors network or 

system actions for malicious activities and produces reports to 

a management station [1]. IDSs build efficient clustering and 

classification models to distinguish the normal behaviour from 

abnormal behaviour using data mining techniques. The two 

important aspects of the research of intrusion detection are, 

first the user program activities are monitored by a computer 

system via system auditing technique, second normal and 

intrusion activities must have dissimilar behaviours [2]. 

 

Several existing IDS cannot efficiently deal with new types of 

viruses, attacks for varying computing environments. So the 

installed IDSs for ever and a day need to be restructured. 

Since it is energy and time consuming job.IDS discover the 

behaviors of networks routinely by analyzing the data trails of 

their activities by data mining approaches. The two main 

advantages of using a data mining approach toward IDSs are 

first it can be used to automatically generate the detection 

models for IDS so that new attacks can be detected 

automatically. Second it can be used to build IDSs for a wide 

variety of computing environments. 

2. RELATED WORK 

In this Paper [11] Machine learning based data classification 

techniques has been used for intrusion detection. It included 

established classification methods such as K-Nearest Neighbor 

(K-NN), Support Vector Machines (SVM), Decision Trees 

(DT), Bayesian Method, Self-Organized Map (SOM), Neural 

Networks (NN), Generic Algorithms (GA), and Fuzzy Logic 

techniques to advance the performance of the classifier [11]. 

As declared in [12] a computational intelligence was used for 

intrusion detection System. It offered the details of the 

classification algorithms that cover core procedure of CI with 

artificial neural networks, fuzzy systems, swarm intelligence, 

and soft computing. Another evaluation Stated in [13] based 

on integrating On Line Analytical Processing (OLAP) tools 

and data mining techniques for identifying Intrusion Detection 

System. This paper shows that the relationship of the two 

fields produces a good resolution to deal with defects of IDSs 

such as low detection accuracy and high false alarm rate. In 

this paper [14] Naïve Bayes algorithm and Support Vector 

Machine algorithm outcome have been used to compare the 

detection rates and false alarm rates of intrusion detection 

system. Also the Naïve Bayes method with Ant colony 

Optimization technique also proposed to improve the rates of 

detection. 

 

This work [15] is based on self-organized ANT colony 

Intrusion Detection System (ANTIDS) used to detect 

intrusions in a network infrastructure. Then the performance is 

compared between Decision Trees, Support Vector Machines 

and Genetic Programming for efficient intrusion detection 
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systems. In this paper [16] SI method have been used for 

constructing IDS main contribution of this work is a detailed 

comparison of several SI-based IDS in terms of efficiency. 

This presents a clear idea of which solution is more suitable 

for each particular case. In this paper [18] intelligent learning 

approach using Ant Colony Optimization (ACO) is used for 

identifying intrusion in the distributed network. The 

Experimental outcome is used to detect the hidden intrusion 

attacks with high detection rate and low false alarm rate. This 

paper [3] BIRCH is based on handling an enormous data set in 

the computer memory and train SVM on the tree’s nodes. 

After building the hierarchical tree the training process of 

SVM starts and it causes expensive computational risk, 

particularly when the data is not uniformly distributed or 

cannot fit in the computer memory. The main purpose of the 

clustering algorithm is to reduce the expensive disk access 

cost. 

 

In this work [16] hybridization of evolutionary fuzzy systems 

and ant colony optimization which is used for Intrusion 

Detection. In this paper [6] DT and support vector machine 

algorithm applied to built two classifiers for comparison by 

employing a sampling method of several different normal data 

ratios. In this paper [28], RST (Rough Set Theory) and SVM 

is used to detect intrusions. The preprocessing and feature 

selection is controlled by RST. The selected features were sent 

to SVM model to learn and test respectively. This process is 

effective to decrease the space density of data. The 

experiments will evaluate the results with different methods 

and explain RST and SVM schema might improve the false 

positive rate and accuracy. Much study has been done on 

neural network for intrusion detection [23], [24], [25].Neural 

network is often proposed as the statistical analysis component 

of an anomaly detection system. In [26] A MODEL for 

recognizing abnormal behavior of a user on a computer system 

using neural network is presented. A neural network based 

IDS will first use the training data including sequence of 

normal activities to train the neural network, and then run the 

neural network to predict normal activity. The neural networks 

learned can be much more complicated than the rules learned 

by decision tree methods. 

 

3. COIMBINED SUPPORT VECTOR WITH ANT 

COLONY APPROACH FOR INTRUSION 

DETECTION 

In this section the techniques like Support Vector Machine, 

Ant Colony and CSVAC algorithm has been described in 

detail for intrusion detection. It shows how classification and 

clustering can be used for IDS.  

 

3.1 KDDCUP99 Data Set 

The performance was evaluated by the standard bench mark 

data set KDDCUP99 provided by the MIT Lincoln laboratory. 

The data set contains different types of intrusions present in 

networking environment. Mainly TCP/IP data combined with 

several attacks. Each TCP/IP connection contains features like 

duration, type of protocol, Src_bytes, dst_bytes, 

dst_hst_service_count; etc.., each data item is labeled as either 

normal or an attack with any of following four categories 

(DoS, U2R, R2L, Probe).The classification of dataset was 

present in Table 1. 

 

The four major attacks are (i)DoS(Denial of Service): A 

denial-of-service attack or distributed denial-of-service attack 

is an effort to make a computer source out of stock to its 

legitimate users[24] .It Make the system to slows down or shut 

down so it interrupt the service and rebuff the indented 

authorized user. Due to this attack high network traffic occurs 

[15] (ii) User to Root Attack (U2R): In this attack, the attacker 

starts at client level like snatching the password, dictionary 

attack and at last attacker achieves the root to access the 

system (iii) Remote to User Attack (R2U) In this attack, The 

attacker can produce vulnerability over a network and have the 

ability to send a packet over a network which does not have an 

account on that machine. (iv)Probe: In this type of attack, an 

attacker examines a network to gather information or discover 

well-known vulnerabilities 

 

Table 1: Classification of Data set 

 

Category Attack type 

Normal Normal(39298) 

DOS Smurf(11258), Neptune(11954), 

Back(2001), Teardrop(99), Pod(20), 

Land(17) 

U2R Buffer overflow(3), Root kit(10), 

load module(7), Perl(2) 

R2L Warezclient(1020), Guess_passwd(53), 

Warezmaster(20),Imap(9), ftp_write(8), 

Multihop(5), Phf(1), Spy(2) 

Probe Satan(20), Ipsweep(658), 

Portsweep(40), Nmap(130) 

 

3.2 SVM Classification 

SVM is a learning method for the Classification and 

Regression analysis of both linear and nonlinear data. It uses a 

hypothesis space of linear functions and maps input feature 

vectors into a higher dimensional space all the way through 

some nonlinear mapping [2].SVM constructs a hyper plane or 

set of hyper planes only the good separation is achieved by the 

hyper plane. The hyper plane searching process in SVM is 

achieved by the leading margin [7] [13]. The related margin 

gives the major separation between classes. While training an 

SVM it creates a quadratic optimization problem [4].  
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In SVM the classifier is created by linear separating hyper 

plane but all the linear separation cannot be solved in the 

original input space. SVM uses a function called kernel to 

solve this problem. The Kernel transforms linear problem into 

nonlinear one by mapping into feature spaces. Intrusion 

detection system has two phases: training and testing. SVMs 

can learn a larger set of patterns and be able to provide better 

classification, because the categorization difficulty does not 

depend on the dimensionality of the feature space. SVMs also 

have the ability to update the training patterns dynamically 

whenever there is a new pattern during classification [11]. 

Linear classification adds the data point belong to either class 

A or class B. Training data point xi can be labelled by yi based 

on (1) 

 

       yi   =    −1    xi ∈ class A,                                              (1) 

                   1     xi ∈ class B. 

 

For SVM training, the data point can be taken from network 

connecting record that describes several features. The 

conventional SVM algorithm is operated above the entire 

training data set. The dimension of the matrix for computing 

kernel functions can be determined from the number of 

training data points. This kernel function influences the time 

of solving the QP problems.SVM have one attractive feature 

that the data points do not lay on the margin do not be taken 

for computation. So, the number of training data points can be 

condensed without trailing accuracy. 

 

3.3 Clustering 

The ant colony algorithm can suggest very interesting result 

for intrusion detection problem. In natural the ants have the 

intellective character. This algorithm describes the Ant system 

manner based on such nature of ants and it produced great 

result. After performing ant clustering phase the patent objects 

are stored in the SVM training data file for further process. 

The heuristic features of this algorithm are robustness, 

distributed and parallel computing feature and positive 

feedback characteristic. In this process the similarity of two 

objects is calculated. The distance function of two similar 

object is d (Oi, Oj), the Euclidean distance, for example. The 

decreasing function of two similarity object Oi and Oj can be 

described by a as follows 

 

          S(Oi, Oj) = 1 −d(Oi, Oj)                                           (2) 

                                         β                                   

 

Where β is a positive coefficient. The ant colony algorithm 

classify the objects into different classes the first one is normal 

and the remaining classes are different kind of intrusions. The 

intrusion detection classifier can be built based on anomaly 

and misuse detection pattern. The rule of Ant clustering based 

intrusion detection is described below. The swarm similarity 

coefficient β is adjusted, so the ant clustering algorithm 

clusters the training data set into s clusters {c1, c2, . . . , cs}, ci 

= {Oij}, where i = 1, 2, . . . , s, j = 1, 2,. . . , ni, Oij are the 

objects that belong to cluster ci and ni is the number of objects 

of ci[base].The midpoint of each cluster ci is calculated as Ci 

= average {Oij} for all Oij ∈ ci, i = 1, 2, . . . , s.Consider that 

there are n classes in the training data set. The different 

clusters might belong to the same class of data. The Average 

of cluster center can be calculated by 

 

Ak = average {Ci},   for all ci ∈ {Class k}, k = 1, 2. . . l. 

 

3.4 Combining SVM with Ant Colony 

In this phase the new machine learning algorithm has been 

introduced namely Combined Support Vector and Ant Colony 

(CSVAC).It is based on a mixture of the customized version 

of the two algorithms discussed above (SVM and AC). The 

interactive algorithm SVM and AC are taken multiple times at 

this phase for intrusion detection. At first SVM finds the 

support vectors and then generate hyper plane that is used to 

separate normal and as well as for each class of abnormal data 

while an AC is used to discover data added to the SVM 

training set. At last ant colony create models for normal data 

and abnormal data. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1: Block diagram for IDS using CSVAC 

 

Algorithm 1: SVM with Ant clustering 

Input: Training set with each data point labeled as normal or 

abnormal (class labels). 

Output: A classifier. 

1 begin 

2     Randomly choose data points from each class. 

3     Generate a SVM classifier. 
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4   while n number of data points added to training set do 

5    locate support vectors among the chosen points; 

6    Apply Ant clustering around the support vectors; 

7    Add the points in the clusters to the training set; 

8 Retrain the SVM classifier using the updated training set; 

9    end 

10 end 

 

The active learning SVM process is introduced at this stage; it 

repeatedly performs the SVM training based on different 

training data sets. The main issue of active learning SVM is 

how to pick the training data set for each training step. The 

separating hyperpalne is used to handle this issue; hyperplanes 

are generated by support vectors. The hyperpalne can be 

tailored gradually by adding points between the margins only 

after each SVM training phase. The main objective of active 

learning SVM is to find the support vectors between the entire 

training data points. Hence it produces more efficient selection 

strategy of data points. 

 

Algorithm 2: Training in CSVAC 

Input: A training data set. 

Input: TI – number of training iterations. 

Input: DT – detection rate threshold. 

Output: SVM and AC Classifiers. 

1 begin 

2    Normalize the data; 

3    Let DR is the detection rate, initially 0; 

4 while DR < DT do 

5    for k = 1, · · ·, TI do 

6    SVM training phase; 

7     Ant clustering phase; 

8     end 

9     Construct classifiers; 

10   Do testing to update DR; 

11 end 

12 end 

 

The clustering technique is needed for data selection process 

in active learning SVM.Ant Clustering is a more preferable 

choice because the classification process can be taken place in 

real time also it does not require any retraining process when 

the new training data has been added. False negatives can be 

decreased only when the new data is confirmed as normal by 

both of the classifiers. When both the classifiers prove that the 

data item is abnormal, then the subclass of the abnormal data 

item, that is category of the intrusion can be determined by the 

ant clustering classifiers. If the classified results are not 

consistent by both the classifiers, then the data item is patent 

as amphibious. The amphibious can be described as new type 

of intrusion. 

 

4. EXPERIMENTAL SETUP AND RESULT 

4.1 Experimental Setup 

It was written in C# .net and its performance was evaluated by 

standard benchmark KDDCUP 99 data set. The performance 

evaluation was based on training time and detection rate. To 

implement the program we used windows based computer 

with Pentium core processor 2.0GHZ, 250GB HDD, 2 GB of 

RAM.  

 

4.2 Results 

By applying CSVAC Algorithm on selected features set it 

finds the attacks accurately. From the exceeding 

implementation we have effectively produce some rules those 

categorize the declared attack connection. The training phase 

and testing phase are executed by two independent modules. 

The new algorithm processes the training and testing phases 

parallel in the new IDS. This is an important ability of IDSs 

that are intended for real-time detection. 

 

 
Fig 2:SVM Classification Phase 

 

 
Fig 3: Ant Clustering Phase 
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Fig 4:CSVAC phase 

 

To compare the system performance under the three different 

modes (SVM only, CSOACN only, CSVAC), the classifiers 

generated by them should be tested separately by the same 

testing data set. As the general comparison results do not 

depend on the amount of testing data and the distribution of 

each data class, we chose the amount of testing data to be 

about 10 times the amount of training data. Let T1 be the 

testing data used for the comparison of the three algorithms. 

The class distributions of T1 are also shown in Table 2. 

 

Table 2: Class allocation in network connection records 

 

Class KDD99 

data set 

Training set 

D 

Testing set T1 

Normal 39298 150 1200 

DoS 25349 40 500 

U2R 22 15 62 

R2L 1118 60 1000 

Probe 848 40 400 

Total 66635 305 3162 

 

The following three tables represent the confusion matrix of 

data set T1.By using the CSVAC classifier that was 

constructed upon the data set D; all data in set T1 can be 

classified. Confusion matrices of data set T1 is given below. 

The testing results are shown in Table 3(c).The Training time, 

Detection rate, False positive and False negative between the 

above three algorithms has been shown in table 4.In this SVM 

have less training time compare with Ant Clustering where as 

Ant clustering has high detection rate compare with 

SVM.While combining these two algorithms it produce higher 

result. 

Table 3.a: By SVM Classifier 

 

Class Normal DoS U2R R2L Prob

e 

Normal 1028 0 9 0 0 

DoS 0 436 0 0 0 

U2R 0 0 47 0 0 

R2L 1 0 424 486 0 

Probe 0 0 0 0 107 

 

Table 3.b: By AC Classifier 

 

Class Normal DoS U2R R2L Probe 

Normal 927 15 3 42 13 

DoS 0 493 0 0 7 

U2R 0 0 39 13 0 

R2L 45 312 12 628 3 

Probe 3 257 20 2 218 

 

Table 3.c: By CSVAC Classifier 

 

Class Normal DoS U2R R2L Probe 

Normal 983 17 2 52 19 

DoS 0 437 0 0 0 

U2R 0 0 46 9 0 

R2L 34 322 12 673 2 

Probe 2 289 17 9 213 

 

Table 4: Comparison of Performance Measure 

 

Measure SVM AC CSVAC 

Training Time(s) 3.32 4.40 3.90 

Detection Rate (%) 72.08 84.10 88.04 

False Positive (%) 6.10 3.28 2.88 

False Negative (%) 22.90 1.30 0.70 
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5. CONCLUSIONS 

In this paper, a new machine learning based data classification 

algorithm Combined Support vector and ant colony has been 

established for the intrusion detection problem. In order to 

achieve superior performance two offered machine learning 

algorithms SVM and AC are combined to enhance accuracy 

rate and faster running time. The proposed Maximum 

Information Coefficient (MIC) method along with an 

enhanced CSVAC algorithm which is used to handle 

multiclass cases and to convert a nonlinear classification 

problem to a linear one is left for future work.  
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