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Abstract

Diabetic Retinopathy is major cause for visual loss and visual impaired vision worldwide. A proper detection and treatment of this
disease in needed in time. Microaneurysms detection is difficult process because they appeared as a first sign of diabetic retinopathy
disease. In past few years, many approaches raised for the identification and detection of this diseases using some features extraction
techniques, mathematical algorithms and artificial neural network classifiers which lacks in some drawbacks in preprocessing,
extraction of appropriate features, blood vessels extraction and in chosing classification techniques. This paper is developed to
prefectly detect the candidate regions by using Gabor filter bank and separation of blood vessels from the retina image. Then for each
candidate region different feature vectors are extracted. These features are given to multi class classifier for training and testing.
Performance of this proposed work is evaluated with performance metrics such as accuracy, sensitivity, specificity and execution time
and proved as a successful method for automatic early detection of diabetic retinopathy.

Keywords: Microaneurysms (MAs), Diabetic Retinopathy (DR), Support Vector Machine (SYM), Extreme Learning

Machine (ELM).
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1. INTRODUCTION

Eye is a very essential and critical organ of thenln body
which only gives vision. It is a complex organ néxthuman
brain. There are huge eye diseases spreading ngsvdda to
improper care. Among those diseases Diabetic Resify
(DR) is severe and wide spreading diseases. It Hesn
identified as one of the cause for blindness oriomis
impairment.

According to recent estimates, approximately 283liani
people worldwide (6.6%) in the 20-79 year age grdugwe
diabetes in 2010 and by 2030, 438 million peopl8%)j of
the adult population, is expected to have diabidfesAnd one
noticeable thing is India at first position of 5@@llion people
affected by diabetics by the survey taken on 2@10 [

Thus there is a much urged need to control ang datkction
of this disease. Early detection and managemerisglofactors
responsible for diabetic retinopathy could postpone
development of diabetic retinopathy or contropitegression.

Microaneurysms (MAs) are among the earliest clinggns
of diabetic retinopathy [4], and [5]. They ariseedio high
sugar levels in the blood. MAs are of small, alntasind and
red in color.The next sign of DR is hemorrhagescivhare
also referred to as dot or blot hemorrhages.Whenathll of
thin vessels or MAs is sufficiently weakened, itynrapture
and give rise to a hemorrhages. Dot hemorrhagesaags
bright small red dots and blot hemorrhages areefargd

lesions.Sometimes dot hemorrhages and Mas aredesedi
as a single red lesion class known as HMAs [3].

The initial detection of this disease can be doa@umlly. But

it is very tough and waste of time and not sureuslibe
accurate detection. This urged to develop automated
techniques which are probably accurate and morebeurof
images can be processed together. For this hupritees are
proposed by many authors for early detection ofiDRnage
Processing.

The retinal image of the patients affected by tfisease is
captured intially. Those images are subjected fiost pre
processing because they may be in low resoluti@ahrenisy.
Then from pre processed image the features aractett for
the identification. Feature extraction is an impatttechnique
in which appropriate and effective features mustkieacted
which only helps for perfect identification. Fronmhose
features they are finally given for the identificat and
classification technique.

This Computer aided diagnostic systems for eyeadise use
digital retina images which are an essential meatotument
and diagnose various eye diseases in clinics.Suskisigem
should be able to distinguish between affectechaetinages
and normal retina images.This will significantlyduee the
work load for the ophthalmologists as they haveexamine
only those images diagnosed by the system as [aitent
anomalies containing affected retina [3].
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The paper is organized as follows: section 2 githesrelated
works; section 3 explains detailed about the pregosork
which involves pre processing of the retina imafggture
extraction, identification and classification; sent4 presents
the experimental results and finally section 5 [des
conclusion and future extension of this work.

2. RELATED WORK

Automated microaneurysm detection was first atteahiint the
early 1980s, and was on fluorescein angiographages. Lay
et al [11] illustrated a morphological approach kA
detection. Image resolution and dynamic range weve
(256 x 256 pixels with 100 gray levels); Eventhough, by
means of imaging microscope to digitize film negedi the
digital image covered a small field-of-view of theacula so
that MAs were well resolved. As negatives were usbd
MAs appeared as dark dots, thus as localized mininthe
intensity image. A top hat transform was applieddentify
the local minima. The automated MA detector acldewvearly
60% sensitivity with 4.2 false detections per imafpe
detecting and locating MAs.

Author Hipwell et al [12] modified past microanesny
detector system. They achieved 43% sensitivity.al Galse
positives per image, the lower sensitivity reflagtthe greater
difficulty to visualise microaneurysms without fh@scein
angiography. Using the presence of one or more
microaneurysms in an image to indicate the presesfce
diabetic retinopathy their system achieved a diseketection
sensitivity of 85% with a specificity of 76%. They
demonstrated in a controlled clinical trial thaeithmethod
could be useful in a screening situation to idgn&0% of
normal retina.

Low-resolution colour retinal images was investightby
Yang et al [13], but removed the matched-filterstgge and
replaced it with an extra dilation applied aftee thpening
image reconstruction (within the top hat transfoas)ng a

3 x 3 structuring element. They achieved a microaneurysm
detection sensitivity of 85% with a specificity @9% but used

a testing procedure that is quite disputable. Tdieg report a
preliminary sensitivity of 90% to detect at leasieotrue
microaneurysm in a training set of 46 normal anskdsed
images of various qualities

Fleming et al [14] proposed a local contrast noizasibn
based method. They used watershed transform tatddigs

by distinguishing between MAs and other dots presan
retina. The reported sensitivity and specificitye85.4% and
83.1%, respectively. An online competition for MAstection
with the name of Retinopath Online Challenge (RQAE)
introduced by the University of lowa and ROC organs
[15]. The purpose is to improve the quality of cargy aided
and automated diagnoses of DR.The results of first
international competition were reported in [16].

3. PROPOSED WORK

Many methods are followed for the detection of diad
retinopathy. And some methods followed by idendifien and
classification of MAs for detection of diabetic iretpathy.
Here this proposed work also follows by detectioids for

identification of diabetic retinopathy. This woik composed
of mainly three main processes of preprocessingtufe
extraction and classification.

The block diagram of this work is shown in figurewhich
gives complete details of this whole process. The
preprocessing phase removes noises, enhances dlge end
extracts candidate regions for MAs. Then the featur
extraction phase extracts features in differentperties for
each candidate lesions and followed by classificagphase
which identifies MAs and Non MAs separately. Towe this
works efficiency results are displayed finally.

3.1 Pre Processing

Pre processing is an initial and vital process fmy anage
processing based system.This process makes theeimag
prepared for the further extraction of features diod
classification.

Here, the captured retina images are at low ligiat there is
maximum chance of noise to affect images. In this p
processing the images are denoised and enhanced.

At first they are given for noise removal techniglremedical
image processing noise removal is crucial step userahis
may give the chance to affect the result widelyerehare
various noise removal techniques available in image
processing.
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Fig-1: Block Diagram of the Proposed Work

Fig 2.1: Original Input Fig 2.2: Smothing by
Retinal Image Morpological Operation
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Fig 2.3: Obtained Green
Channel Image

Fig 2.4: Contrast Enhanced

Image

Fig-2: Preprocessing Output

Here Gaussian filter is chosen among them because i
efficient in removal of noise and for smoothing timage.
Then after removal of noise the morphological oflens of
opening and closing are done with the Structuringmient
(SE) which is defined in equation (3.1 and 3.2).

Opening: Y (f) = §6[CH (f)] (3.1)

Closing: @B (f) = cCB[§EBI(f)] (3.2)

WheresB is taken as structuring element B of siz€is the
gray level image. This gives smooth retina regiohicw
contains dark red lesions and Optical Vessels.tBatlesions
are not improved to maximum contrast.

MAs are dark red dot they are highly visual in grgdane.
Thus from the smoothed image only green channegéria
extracted from the RGB Image which used for further
processing.

To improve the lesions for easy detection adaptivatrast
enhancement transformation is done.This is perfdrrbg

w X w sliding window with assumption thet is large enough
to contain a statistically representative distiitautof the local
variation of lesions [6].

[‘yW (f) - ‘pw (fmin)]

9= 255 [IPW(fmax) - llUW(fmin)]

(3.3)

Where the sigmoidal function for a window defined a

e

w

Yy () = [1 + exp( (3.4)

While ., andf,,;, are the maximum and minimum intensity
of the smooth green channel image, respectively.andoy,

is the mean and variance of intensity values witkte
window.

3.1.1 Candidate Region Extraction

Candidate region (lesion) is a small circular objetich is
dark red dot and patchs in retinal image. By oledaeye it
can be able to identify but they varies based entakture,
contrast and blood vessels in the image makescdiffito
identify it clearly. In this phase they are extettby gabor
filter and blood vessels are segmented to exttacittiout any
difficulty.

3.1.1.1 Gabor Filter

The contrast enhanced image is given for Gaber filinks for
enhancement of lesions.Gabor filters are Famoustaukeir
fine frequency tuning and orientations electiven@3wy are
appropriate for texture representation and discration [7].
Gabor filter is represented by a Gaussian kernedtfan which
can model a wide range of shapes depending upownatibes
of its parameters [7] which is shown in equatiorb)3This
property makes them suitable for MAs and dot hehage
detection

1\ d1yz2, M2z
e_(f)[(?) + ) l(dl(cosQ
3.5)

G(x,y,0,Q,0,1r) =
nro

+ [ sin))

Whereo,Q andr are the standard deviations of gaussian,
spatial frequency and aspect ratio respectivelyjsythe
orientation of filter and d; = xcos® +ysin® and d, =

—x sin@ + y cos6. The contrast enhanced imagis convolved
with Gabor filter G centered at locati@nt) to generate Gabor
filter response g for selected values of s, O aiggyven in the
following equation (3.6) [7].
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y(0,Q,0) = ZZg(x,y)G(s—x,t—y,a,Q,H,r) (3.6)
y

X

To obtaine maximum scale and frequecy values, ti@mum
Gabor filter bank responsk,(o,Q) is computed by the
equation for@ spanning45° , 90°,135° and180° defined in
equation (3.7).

M, (0, 2) = max|y(c,2,0)| (3.7)

From this binary candidate regions for MAs and He ar
extracted by applying a small threshold valueThese regions
contain actual lesion region, false lesion regiansl blood
vessels also. From this blood vessels and falserlanust be
removed before given for further process.

Fig-3.2: Orientation at
90 degree

Fig-3.1: Orientation at
45 degree

Fig -3.3: Orientation at
135 degree

Fig -3.4: Orientation at
180 degree

Fig-3: Gabor Filter Response at Different Orientations

Fig-4: Segmented Red Lesions Containing Spurious Region

3.1.2 Detection and Removal of Blood Vessals

Blood vessels are important structure in retinabhdes. It
contains enough information for the localization sdme
anchor points and it maps the whole retina.

For the diagnosis or evaluation of ocular or sy#tetiseases,
examination of retinal blood vessels is importattoffers
much information however for easy detection of phibical
lesions like exudate or microaneurysms it mustxmiueled.

Blood vessel segmentation is crucial process theg a
segmented basically based on mainly three appreache
thresholding method, tracking method and machiméned
classifier [8]. Here threshold based blood vesegh®ntation

is followed.

It composed of four steps, matched filtering, epyrdased
thresholding, length filtering, and vascular ineatson
detection proposed in [9].

3.1.2.1 Matched Filtering

To detect the piecewise linear segments of bloagsels in
retinal images, matched filtering is performedsltesigned in
two dimensions for the retinal images which enhaheeblood
vessels. A prototype matched filter is expresseih &sjuation
(3.8).

z L

—X
f(x,y) = —exp (g),for ly| < >

(3.8)
Where L is taken as length of the segment for witiehvessel
is assumed to have a fixed orientation. Here thextion of the
vessel is supposed to be aligned along the y-®dsause a
vessel may be oriented at any angles, the kerredsneo be
rotated for all possible angles. A set of twelvex 15 pixel
kernels is applied by convolving to a retina imagel at each
pixel only the maximum of their responses is regdin

3.1.2.2 Local Entroy Thresholding

Here the blood vessels segments are extractedtfrerretinal
image. To extract vessels a local entropy baseskhiotding
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technique is implemented here which helps in pxésgrthe
spatial structures in the thresholded/binarizedgiend 0].

The co-occurrence matric of the imadeis an PxQ
dimensional matrixT = [t;]P x Q which gives an initiative
about the transition of intensities between adjaqgirels,
indicating spatial structural information of an igea
Depending upon the ways in which the gray leviellows
gray levelj, different definitions of cooccurrence matrix are
possible. Here, we made the co-occurrence matyimaetric
by considering the horizontally right and vertigallower
transitions.

Fig-6: Candidate lesions
after blood Vessel
Subtraction

Fig-5: Segmented Blood
Vessels

Fig-7: Enhanced
Candidate Lesion

By performing the above four operations bloods ekssare
accurately detected and blood vascular patternsegmented
from Gabor filtered image.

3.2 Feature Vector Construction

Features are essential for any classification calyais in
image processing. There are several types of femtwhich
can be extracted from the images each gives itatia

informations about the image. Here MAs region ssgpowith
properties such as shape, color and size whichaappes a
dark red colored circle shape. To identify MA anoh+MA

region feature vectors are formed for each candidagions.

Each Candidate region in the image has their idehfeature
values which can be taken as potential MA regibthd image
f contains N number of candidate regions, theh=

{f, ...
k featuresff = {kq, Kk, ...

., fx}- Therefore for the each candidate region contains
..,ky}, wherei=1, 2, 3... N).

¢ Areais the total number of pixels in candidate region.

« Eccentricity is the ratio of the distance between foci
of ellipse and its major axis length and it is ddoe0
for a circular region.

e« Aspect Ratio is the ratio of major axis length to
minor axis length of the candidate region.

e Mean and Standard Deviation value of all green
channel pixels within the candidate region.

« Entropy value of all pixels in the square region
including candidate region pixels and its neighigri
pixels.

« Energy value of all pixels in the square region
including candidate region pixels and its neighibgri
pixels.

« Homogeneity value of all pixels in the square region
including candidate region pixels and its neightgri
pixels.

3.3 Classification

The classification is the final process which dlées the result
(I.e, Normal, Abnormal etc). There are various sifésrs used
in literature which divides into two classes majochlled as
dichotomies and some classifies into multi clas¢es.
decision trees [17], feedforward neural network#re SVM
and ELM classifier is taken to compare the effecjernf
proposed work.

3.3.1 SVYM Classification

Support Vector Machine (SVM) is a useful method for
classification of high dimensional problems whiahits for
only 2 class classification. For multi class cifasation (K)
the classifier has to be trained typically placedarallel and
each one of them is trained to separate one dlassthe K - 1
others. This way of decomposing a general clasgifn
problem into dichotomies is known as a one-persclas
decomposition, and is independent of the learniethod used
to train the classifiers. This process is littiéfidult and lacks

in time consumption.

Thus a multi class classification of SVM is cho$@me for the
classification from Cody Neuburger [18]. In tradital SVM;

the structure of trained SVM is formed inla 1 structure.
And from that structure the SVM classifier classsfiinto two
classes of 1's and 0’s. The user can take on tvair choose
of 1's as normal or abnormal vise versa based ertréining

given.

Here in this multi class SVM classification, thendalate
region features which are extracted for the datpsstiously
are divided into two segments for training segneend testing
segment.
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The number of training segment (t) and its featreset) are
given for the svmtrain MATLAB function.
t

svmStruct = stmtrain(trset, bgroup)
1

(3.9)

Where, bgroup is the binarized group in which this current
class and 0 is all other classes. This svmStructadus t
number of structures. For the classification ofibgssegments,
the svmsStruct is utilized with testing segmentstifess in
svmclassify MATLAB function same as the above eumtlt

is the Strong classification performance with sienpl
implementation.

3.3.2 ELM Classfication:

A new learning algorithm for Single Hidden LayereHe
Forward Networks (SLFNs), called Extreme Learningckine
(ELM), has been proposed by Huang et al. [21, 2&]ich
helps in solving regression and classification pots. It can
also used to reach good solutions analytically, i tearning
speed is extremely faster than other traditionahioas.

Here, the input weights and biases are determiaadomly
and they are not updated during training iteratif2®y. The
activation function like sine, gaussian, sigmoidat., can be
chosen for hidden neuron layer and linear activafimctions
for the output neurons. It is a Multi-class classifion where
number of output neurons will be automatically sqtial to
number of classes. (For example, if there are gsek in all,
there will have 7 output neurons; neuron 5 has highest
output means input belongs to 5-th class).

The output weights are obtained by using norm L&astares
(LS) and pseudo inverse of a linear system.

For a givenN arbitrary input-output relatiokix;, t;), where
X = [Xil'ij’ ...,Xin]T € R" aﬂdtl = [til’th’ ...,tin]T € R™ y

a single layered network witk neurons in hidden layer and a
given activation functiog(x) is modeled as

N
Z. 1Big (Wi.x;+b)=0,j=1,..,N  (3.10)
i=

Wherew; = [wj, Wiz, ..., wiy]T Shows the weight of thih
hidden neuron, angt = [Biy, Biz, ---, Bin]T Shows the weight of
thei™ hidden neuron to the output neurons, bnig the bias
of thei®" hidden neuron.

The SLFNs which is defined in Eg. (3.10) can berayimated
with zero error [22]. In other words, the Eq. (3.1@n be re-
written in the following form:

HB =T (3.11)

The description of equation (3.11) is explained28]. After
calculation of H, the output weights are determitgdusing
equation (3.12).

B=H*XT (3.12)

4. EXPERIMENTAL RESULTS

To evaluate the proposed work for the identificatid diabetic
retinopathy using detection of MAs is performedngsithe
retina images taken from publicly available datalsasuch as
DRIVE [19], and DIARETDB1 [20] in MATLAB
environment. The results obtained from the SVM &iid
classification is compared and discussed here.

Table-1: Dataset Specification

Total Training Testing
Dataset

Images Segment Segment
DRIVE 40 20 20
DIARETDB1 | 89 45 44

The datasets specified in table 1 is taken fordhaluation
because these dataset images contain varietieRole§lons
which suits well for evaluation. The results afeetafrom both
the dataset which contains both normal and abnoiiral
contains lesions) images that are equally divided Hoth
training and testing.

Initially the training set features are given te #vm classifier
which produces the svm structure that is saved ratpg

Then testing set is given to the system which fedcsame
procedure as training set till feature extractiorhen in

classification, the structured svm which is savedote is
loaded and based on this structure, the classifgssifies the
testing images individually. The svm classifier ¢uoes the
result based on its feature values that match appately

with the feature values from the trained imagesr @ample,
we take one single test image features, if itsufegt match in
svm classifier with the features of 5 in the trainmage, then
the result will be 5).

As SVM classification, in ELM training along witksiNumber
of Hidden Neurons, Activation Function, Type- 0 for
regression; 1 for (both binary and multi-classdaysification

is given as input for the ELM training. It producestput of
ELM model.

This ELM model is given for the testing along witie testing
features of MAs to the classifier. That model heipgpredict
correctly the testing image features candidatotesas MAS,
Non-MAs accurately.
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4.1 Performance M etrics

For the evaluation of this proposed work the penfamce
metrics such as Sensitivity (Sen), Specificity (Qpéositive
Predictive Value (PPV) and Accuracy (Acc) is taKdmese
parameters are calculated using the following eqost
respectively:

TP

Sen(%) = ——— x 100 41

en() = Tp -1

Spec(%) = — % x 100 (4.2)
PECA) = (TN + FP) '
PPV(%) = —— x 100 43

(0)_(TP+FP) (43

Acc(%) = (TP + TN x 100 (4.4

cc(%) = TP+ TN £ FP + FN) (4.4)

Where

e TruePositive (TP): MA regions that are correctly
classified by the classifier

e FalsePositive (FP): Non-MA regions that are
wrongly classified as MA regions by the classifier.

e TrueNegative (TN): Non-MA regions that are
correctly classified bythe classifier

e FalseNegative (FN): MA regions that are wrongly
classified as non-MA regions by the classifier.

Table -2: Performance assessment between SVM and ELM for
MAs detection for DRIVE

Factors SVM ELM
TP 90 92

TN 140 143
FP 6 3

FN 4 2

Sen (%) 95.74 97.87
Spec (%) 95.89 97.94
PPV (%) 93.75 96.84
Acc (%) 95.83 97.91

The results presented in the table 2 comparesédtermance
of the classifier SVM and ELM for the detection MiAs. It
clearly reveals that proposed technique with ELMsslfier
outperforms when compared with SVM in Sensitivity,
Specificity, PPV and Accuracy for DRIVE dataset.

Table-3: Performance assessment between SVM and ELM for
MAs detection for DIARETDB1

Factors SVM ELM
TP 154 159
TN 230 237

FP 11 4
FN 15 10

Sen (%) 91.12 94.08
Spec (%) | 95.43 98.34
PPV (%) | 93.33 97.54
Acc (%) 93.65 96.58

Here from the table 3, the performance of the diassSVM
and ELM for the detection of MAs is compared. leally
highlights that proposed technique with ELM classif
outperforms when compared with SVM in Sensitivity,
Specificity, PPV and Accuracy for DIARETDB1 dataset

The execution time is also another factor which tmins
minimum because any proposed system must satistyen
means of both efficiency and time.

ESVM
EELM

el
© o N
| I I |

Execution Time (Sec)

DRIVE DIARETDB1
Datasets

Chart-1: Comparison of Execution Time for datasets

The above figure shows the comparison of time tdkerthe
proposed work to complete its process for the @atBRIVE
and DIARETDB1. From the chart ELM with the proposed
work archives efficient result in reduced time tf&¥M for the
both dataset.

99 -
98 -
97 -
96 -
95 -
94 -
93 -
92 -
91

ESVM EELM

Accuracy (%)

DRIVE DIARETDB1
Datasets

Chart-2: Comparison of Accuracy of Proposed Work for the

Classifiers.
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The chart 2 shows the comparison graph of accysemyuced
by the proposed work with the classifier SVM andMEfor

DRIVE and DIARETDBL1 dataset. This graph shows diear
that ELM produces maximum accuracy than SVM for the

proposed technique.

5. CONCLUSIONS

Automatic detection of diabetic retinopathy turnst ¢o be

active research because of recent spread of thiseasds
largely. The first manifestation of diabetic refu@hy is

microaneurysms which visible as a small reddishiidtuman

retinal image. The number of microaneurysms isetbgential
parameter used to identify the severity of the @b
retinopathy. Detection of diabetic retinopathy atly stage can
reduce the development of diseases significanthys Work is

proposed to detect the diabetic retinopathy atyeathge

automatically which helps to cure fully or helpsraguce its
growth. Here patients retinal images are captunédlly and

they are stored in a database. After that, theypegprocessed
to reduce the noise and to enhance. Then candielgitans are
extracted from the image along with blood vessesr@moved
to effectively extract the candidate regions. AndAdMare

enhanced by Gabor filter and from that differeratfiee are
extracted and they are given for the classificatibine multi

class classifier SVM and ELM taken as a classifiere

confirms its efficient performance and proved fatcmatic

detection of diabetic retinopathy in retinal images

This work can be further extended in future withtedéing
Exudates, optic disk, vascular structures by emptphybrid
techniques to produce best results in reduced @itpland
time.
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