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Abstract
Analyzing the actions of a person from a videcusing computer is termed as ActiBecognitior This is an active research
topicin the area of computer vision. Theaee many applications of this research which ineluglirveillance systems, patit
monitoring systems, hwan performance analysis, cont-based image/video retrieval/storggértual reality. Although many
efficient applications are available attion recognition, the most active applicatidemain inthe area of computer vision
is to “look at people”. In this papemotior feature is extracted because motion featwass portraythe moving direction of
human body and hence human actioas be effectivelrecognized by motion rather than ottfeature: such as color, texture or
shape. In the motion-based approach,niethod that extracimotion of the human actisuch asmotion blob, optical flow, FIR-
filtering or watershed transform angsed for recognizir action. This paper presentsnavel method of action recognitithat
analyzes huma movements directly frorvideo. Theoverall system consists of major three steps: Wdatraction, feature
extraction and action recognition. ltme first ste, the input video is preprocesseddxgtract the 2[ blob. In the second step,
motionfeature is extracted using optical flcand at last action is recognized using classifiétdéarest Neighbor (kN).
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1. INTRODUCTION

Recognizing or understanding thections of a person
from a video is the objective of actioragnition.
The main objective of our method is to improve

accuracy of recognition. Action recognitienclassified ito
four types: Object-level, Trackinigvel, Pos-level &
Activity-level.  Objectlevel recognize the locatio of
object, Tracking-level recognize the objaciectories

Pose-level recognize the pose qfeason & Activity-level

recognize the activity of persdrhe major problems face
in action recognition are: vieweint variatior. movement of
camera, temporal variatioMariation in duration and sh,

spatial variation: Different peoplgerform thi same action
in different waysa our paper we presen method that
eliminates all the above problems by using the ephof
optical flow and kNN.

2. TOOL

The tool used for recognitiois MATLAB, version
7.10.0(R2010a)

3. DATASETS

The datasets used for Action Recognition are KTH
Weizmann. [9], [12]

Weizmann

It contains 10 types of actions performed by 9 acis;
Thus it contains total 90 AVI videos, taken withstatic
camera and static background and with a frame ohs
fps. Actions in this dataset include: bend, jaaky,rside,
skip, wavel, wave2, jump, -jump walk.

KTH

It contains 6 types of actions performed by 25 scisjin 4
homogenous backgrounds. Thus it contains total 00
videos, taken with a static camera over homoge
backgrounds & with a frame rate of 25 fps. Actionthis
dataset includewalking, jogging, running, boxing, hat
waving, and hand clapping.

4. METHOD

The proposed method containthree main stages of
recognition:

Blob Feature Action
[ Extraction] E:>[ Extractior E‘> Recognition

Fig-1: Stage®of Action Recgnition
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4.1 Blob Extraction

The most commonly used low-level feature for idigimig
human action is 2D blob. Hence the first stagealied blob
extraction or segmentation or pre-processing stage

In this stage, the color video is first converteoiti RGB to
gray and then finally to binary. To remove the safd
pepper noise, the gray scale video is first mediléered
and then is converted into binary using autothrishg.
Thus this stage divide the input video into twossks i.e.
foreground (activity of the human) called the 2yl and
background (empty frame). Then for enhancemenrdatidi
is done. In the dilation process, the binary videdlilated
by a structuring element (called mask or windowsiaé 3 x
3, 5 x5 o0or 7 x 7.The structuring element of thepgmsed
method is shown below:

0010

00100
11111
00100
00100

After dilation enhanced 2D blob is obtained. Fostfand
extraction of the ‘motion’ feature, enhancemerdase. [2],
[3], [11]easy

The blob extraction is shown below:

dilated fram
Fig-2: Blob extraction

Input frame

4.2 Feature Extraction

After segmentation process, the next stage is ffeatu
extraction. In this stage mid-level feature ‘motiois
extracted from the blob. Since the human action ban
effectively characterized by motion rather than other
features such as color, texture or shape, ‘motieature is
extracted from the blob.We use optical flow to restie
motion. Optical flow estimates the direction ancexp of
moving object from one video frame to another. €hare
two methods to find the Optical flow Horn-Schunck o
Lucas-Kanade method. For floating point input Horn-
Schunck method is used and for fixed point inputds

Kanade method is used. We use Lucas-Kanade method t

find the optical flow. [1], [7], [8]

The optical flow of input video frame is shown b&lo

Input frame

dilated frame ptioal flow
Fig-3: Feature Extraction
4.3 Action Recognition

This is the last stage of action recognition. Ferognition,
we use k Nearest Neighbor (kNN). [1], [3], [4], [6]

kNN is a standard classifier which is mostly didfer
action recognition because it does not require laagning
process and also it is invariant against view-pogamiatial
and temporal variations.

Before classification using kNN, the proposed mdtho
computes the following steps:

i) First the centroid of the connected region ie tiptical
flow is computed. This is called Blob analysis.

i) The dimension of Blob analysis is very largenke to
reduce its dimension Principal Component AnalyBi€A4)
is done. PCA is a technique which reduces the dsmoerof
large data sets.

iii) Then covariance matrix of PCA is found.

iv) Then eigenvalues (EVA) of the covariance matie
found.EVA measure the magnitude of the correspandin
relative motion. This is called the training datar f
classification.

V) Then the nearest neighbor in the training daitsearched
using the distance metric ‘Euclidean distance’ 9Nk

vi) After k-Nearest Neighbor (kKNN) search, they are
classified using kNN classifier. If the 1-NN is abted for
each action in the dataset then it means that ¢tienais
recognized.

vii) The result is also plotted using function ‘gfer’ to
observe the classification.
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5. FLOWCHART OF THE PROPOSED

METHOD
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6. RESULTS
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Fig— 4 Recobnition Result
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7 DISCUSSION

By using the proposed method the accuracy of ratogn
are shown below:

Table LRecognition using KTH Dataset

Type of Total Correctly In %
sequence seq Recognized
walking 10 10 100
running 10 100
hand waving 10 10 100
handclapping 10 10 100
Boxing 10 10 100
jogging 10 10 100
X =60 ¥ =60 Avg =100

Average % of accuracy using KTH dataset is 100%.

Table 2 Recognition using Weizmann Dataset

Type of| Total seq | Correctly In %
sequence Recognized
walk 9 9 100
run 9 9 100
jack 9 9 100
skip 9 9 100
side 9 9 100
bend 9 9 100
jump 9 9 100
pjump 9 9 100
wave 1 9 9 100
wave 2 9 9 100
=90 =90 Avg =100

Average % of accuracy using Weizmann dataset i86100

8. CONCLUSION

This paper has presented a motion-based approrebtfon
recognition. It has used 2D blob as low-level featand
extracts mid-level feature ‘motion’ from the blobing the
method Lucas Kanade of optical flow. The motiontieas
so obtained are classified using kNN classifier.e Th
advantage of using kNN is that it does not requiny
learning process and also it is invariant agaimesivipoint,
temporal and spatial variations; hence its accuisa@ood.
The average % of accuracy using the proposed meathod
100% on Weizmann and KTH datasets.
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