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Abstract
Automated Resume Extraction and Candidate Sele@ystem(ARE & CSS) is a product which can be bagtdsfor any
organization’s recruitment process. The system béllrobust enough which will automatically extréoe resume content and store
itin a structure form within the Data Base. Cldigsition algorithm (Naive Bayes) will be run on thfiles to identify profile
categories or classes. Also the employer can gphbisfcriteria and also decide the importance level

Keywords. -Naive Bayes, Clustering, Classification, Data M@Preprocessing.

*kk_

1. INTRODUCTION

Automated Resume Extraction and Candidate Selection

Systemwill be built on Google's Cloud. Large entisgs and
head-hunters receive several thousands of resurogs jbb
applicants every day.HRs And Managers go throulgbralreds
of resumes manually.Resumes or Profiles are unsted
documents and have typically number of differemtrfats (eg:
.doc, .pdf, .txt).As a result manually reviewingltiple profiles
is a very time consuming processes.How to ensuwiéhgwe the
Appropriate Candidate in the right jobs at the tigtme. This is
a significant problem faced by large companies yoitlathe
market.

Now a day's many job portals are available but Haesic
problem in available system are it required marefdrts for

both candidates and Employers. Candidate has teidaro

complete information in given text filed and emmoyalso
needs to apply many filters to select the candidaten though
Employer has applied many filters he would get Haoas of
resume even going through it and selecting canekdis very
inefficient and time consuming task.Some costlyraotion

systems are available in the market that also dosdarch on
keyword basis and has many extraction limitatioke forcing

candidates to fill templates and keep updatingt¢neplates as
per job profiles.

2. LITERATURE SURVEY

2.1 Naive Bayes Classifier

Here we are going to discuss NAIVE BAYES Classifidtich
includes:

e Strong independence(naive) assumptions
e Bayes’ theorem

e Priori and Posterior probability
How naive bayes classifier is used in classificatid
resumes

A naive Bayes classifier is a simple probabilistiassifier
based on applying Bayes’ theorem (or Bayes’ ruligh strong
independence (naive) assumptions.

2.2 Classification—A Two-Step Process

Model
classes.

Construction:Describing a set of predetermined

Each tuple/sample is assumed to belong to a prestefilass,as
determined by the class label attribute.
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The set of tuples used for model constructionningj set.

The model is represented as classification rulesathematical
formula.

Model Usage: for classifying future or unknown
objects.Estimate accuracy of the model. The knoabell of

testsample is compared with the classified resudtnfthe

model.Accuracy rate is the Pf6ercentage of tessamiples that
arecorrectly classified by the model. Test setndependent
oftraining set, otherwise over-fitting will occur.

3. PROPOSED SYSTEM

Classification Process {2]; Use the Model
in Prediction
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4. ADVANTAGES

This system provides time efficient and very effiext
candidate selection mechanism. It is highly cusraivie as
employer can specify their criteria along with imaoce level.
It is easy for user as they just need to upload tesumes on
portal. No form filling is required.Automatic Emaibtification

to candidate / employers can be possible.

5. DISADVANTAGES

As these applications need internet it requires SE&hnection
every time. Bad weather and poor Internet connectian
affect the system. If there is no database conmedtien the
system will not function.

6. FUTURE SCOPE

Automated Resume Extraction and Candidate Sele&ystem
basically extracts all the information about thedidate only
through his/her resume ,without forcing the candigiao fill
any other information about them. After extractibstores the
information in a centralized data base, allowing tRIR
Managers to search in the data base for theirrierigatisfying
candidates. There can be future enhancements like
1. The HR can have a video conference with the
candidate in order to take his/her interview.

2. The candidates can also appear for online aptitude Conference on Advances in

test for practice
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3. The employees can give reviews of the company they [9].[Online]

are working in.

CONCLUSIONS

Here we are providing a unique system which is sblemough
to automatically extract the resume content andesibin a
structure form within the Data Base. This systerh mvake the
task of both candidate and HR Manager easier astdrfarhis
system avoids the hectic form filling procedure tife
candidates by directly asking the user to uploady dhe
resume. The HR Manager also just need to fill leistriteria
instead of manually going through all the resumes.
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