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Abstract
Many data mining techniques have been proposedhioing useful patterns in text documents. Howelvew to effectively use and
update discovered patterns is still an open redeassue, especially in the domain of text minirigcé& most existing text mining
methods adopted term-based approaches, they &rsfuém the problems of polysemy and synonymyr @eeyears, people have
often held the hypothesis that pattern (or phrdsed approaches should perform better than the-temsed ones, but many
experiments do not support this hypothesis. Prapeserk presents an innovative and effective pattiscovery technique which
includes the processes of pattern deploying andepatevolving, to improve the effectiveness of guisind updating discovered

patterns for finding relevant and interesting infaation.

Keywords:-Text mining, text classification, pattern minimmttern evolving, information filtering.
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1. INTRODUCTION

Knowledge discovery is a process of nontrivial astion of
information from large databases, information ikatnknown
and useful for user. Data mining is the first asdemntial step
in the process of knowledge discovery. Various dabaing
methods are available such as association rule ngini
sequential pattern mining, closed pattern mining raquent
item set mining to perform different knowledge digery
tasks. Effective use of discovered patterns issaaech issue.
Proposed system is implemented using different ddténg
methods for knowledge discovery.

Text mining is a method of retrieving useful infation from
a large amount of digital text data. It is therefarucial that a
good text mining model should retrieve the inforiomt
according to the user requirement. Traditional dmfation
Retrieval (IR) has same objective of automaticadlirieving
as many relevant documents as possible, whilgrifilg out
irrelevant documents at the same time. HoweverbdBed
systems do not provide users with what they reakyed.
Many text mining methods have been developed foiexéng
useful information for users. Most text mining nedk use
keyword based approaches, whereas others choogdthse
method to construct a text representation for a acfet
documents. The phrase-based approaches perforer teh
the keyword-based as it is considered that morimdtion is
carried by a phrase than by a single term. Newietukdave
been focusing on finding better text representatifrem a
textual data collection. One solution is to useadatining
methods, such as sequential pattern mining for T@ring.

Such data mining-based methods use concepts oédclos

sequential patterns and non-closed patterns toedserthe
feature set size by removing noisy patterns. Negthod,

Pattern Discovery Model for the purpose of effesltjvusing
discovered patterns is proposed. Proposed systewaigated
the measures of patterns using pattern deployingegs as
well as finds patterns from the negative trainingraples
using pattern Evolving process.

2. LITERATURE SURVEY

The main process of text-related machine learnaskg is
document indexing, which maps a document into aufea
space representing the semantics of the documenty ¥ypes
of text representations have been proposed indke A well
known method for text mining is the bag of wordattlises
keywords (terms) as elements in the vector of mwufre.
Weighting scheme tf*idf (TFIDF) is used for text
representation [1]. In addition to TFIDF, entropyighting
scheme is used, which improves performance by arage of
30 percent. The problem of bag of word approadtelection
of a limited number of features amongst a hugebetrds or
terms in order to increase the system’s efficieang avoid
over fitting. In order to reduce the number of tgas, many
dimensionality reduction approaches are availablgh as
Information Gain, Mutual Information, Chi-Square,dd3
ratio. Some research works have used phrases rtthar
individual words.Using single words in keyword-badse
representation pose the semantic ambiguity problensolve
this problem, the use of multiple words (i.e. plsgsas
features therefore is proposed [2, 3]. In gengiatases carry
more specific content than single words. For instan
“engine” and “search engine”. Another reason foings
phrase-based representation is that the simple delybased
representation of content is usually inadequataursz single
words are rarely specific enough for accurate digoation
[4]. To identify groups of words that create meghirh
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phrases is a better method, especially for phrasg#isating
important concepts in the text. The traditionattesiustering
methods are used to provide significantly improveoctt
representation

3. PROPOSED SYSTEM

Proposed system highlights on a software upgradeeba
approach to increase efficiency of pattern discpvesing
different data mining Algorithms with pattern deyilog and
pattern Evolving method. System use data set fradVR
(Reuters Corpus Volume 1) which contains trainieg and
test set. Documents in both the set are eithertipesor
negative.”Positive “means document is relevanth® topic
otherwise “negative”. Documents are in XML form&8gstem
uses sequential closed frequent patterns as welhas
sequential closed pattern for finding concept fidaia set.

Modules in the proposed system are as follows
« Data transform
e Pattern discovery
e Pattern deploy
e Pattern Evolving
« Evaluation

3.1 Data Transform

Data transform is preprocessing of document. Itsiste of
removal of irrelevant data from documents.

Pre - processing

H Stemming ’ i

i Dimensionality Term i
Features ! Reduction Weighting !

Training
Documents

Stopwords
Removal

Feature Selection

Fig 1. Data Transform

Data transform module consists of following stepslaown in
figure 1.

« Remove Stop Words

In this step non informative words removed fromuhoent,

e Stemming

Stemming process to reduce derived word to its foon
using Porter algorithm

¢ Feature Selection

This step assigns value to each term using a weggktheme
and removes low frequency terms.

3.2 Pattern Discovery

This module discovers patterns from preprocessedrdents.

Sequential closed frequent patterns as well asseguential
closed patterns are extracted using algorithms Saigl

closed pattern mining and non-sequential closedeiat
mining.

3.3 Pattern Deploy

Processing of discovered patterns is carried ia thodule.
These discovered patterns are organized in speftfimat
using pattern deploying method (PDM) and pattenplaigng
with support (PDS) Algorithms. PDM organizes disemd
patterns in <term, frequency> form by combining all
discovered pattern vectors. PDS gives same outpiRM
with support of each term.

3.4 Pattern Evolving

This module removed the non meaningful patternsigusi
deploy pattern Evolving (DPE) and Individual Patter
Evolving (IPE) Algorithms. This module finds patterfrom
negative document. This module identifies and ressov
ambiguous patterns i.e. patterns which are praésepositive
as well as negative documents.

3.5 Evaluation of Pattern Generated after Evolving
Method

This module is regarding evaluation. This compangput of

system without deploy and Evolve method with systesimg

deploy and Evolve method. For checking performante
proposed system this module calculates precisiecallr and
fl-measures.

4. EXPERIMENTAL DATASET

Several standard benchmark datasets such as Reuter
corpora, OHSUMED]I5] and 20 Newsgroups [6] collextare
available for experimental purposes. The most featjy used
one is the Reuters dataset. Several versions ofteReu
corpora have been released. Reuters-21578 dataset
considered for experiment because it contains aoredle
number of documents with relevance judgment bothhin
training and test examples. Table 1 shows sumnfaReaters
data collections

Table 1: Summary of Reuter’s data collections

Version | #docs #trainings #tests  #topics Release
year

Reuters-| 22173 14,704 6,746 135 1993

22173

Retuers-| 21578 9,603 3,299 90 1996

21578

RCV1 806,791 5,127 37,556 100 2000
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Retuers21578 includes 21,578 documents and 90 topics
released in 1996. Documerftem data set are formatted usi
a structured XML scheme.

5 IMPLEMENTATION

Systemstarts from one of the RCV1 topics and retrieves
related information with regardo the training set. Eac
document is preprocessed with word stemming stops
words removal and transformed into a set of transact
based on its nature of document structure. Systdects one
of the pattern discovery algorithms to extract quats.
Discovered patterns are deployed using one of dmogling
methods, and thepattern evolving process is used to re
patterns. A concept representing the context ofttpéc is
eventually generated. Each document in the tess setsesse
by the Tes module and the relevant documents to topic
shown as an outpufhe result of data transform is a sel
transactions and each transaction consists of &orvesf
stemmed terms. The next step is to find frequettepes using
pattern discovery algdlims. Data mining approach
including association rule mining, frequent seqiatrgattern
mining, closed pattern mining, and item set miniage
adopted and applied to the text mining tasks. Bijtislg each
document into several transactions (i.e.,agraphs), these
mining methods are used to find frequent patterom fthe
textual documents. Two pattern discovery methodscin
have been implemented in the experiments are drief
follows:

- SCPM: Finding sequential closed patterns using
algorithm SPMining. (Figure.2)

-NSPM: Finding nonsequential patterns using the algoritt

Input:-Alist of positive documents D+, minimum support (min_sup)
Qutput:-a set of documentvectors A

1) A=0

2) For each documentd in D+ do begin

3) Extract 1 term frequent pattern PL fromd

4) SP=SCPM(PL, min_sup) //Algorithm for pattem discovery
5d -0

6) For each pattern pin SP do hegin

7) 6? = GT © P //p’is expanded formof p

§)End for

9) A=AU{ d !

10) End for

Fig 2: Algorithm for Sequential closed Pattern min

PDM uses sequential or non sequential closed pated
gives document vectors as output.PDS used seguennon
sequential closed patterns and gives document ngegtih
support as output.

Input:-1term patterns sequential pattern PL, minimum support (min_sup).

Output:- a set of frequent sequential patterns SP.

1) SP=0
2) For each pattemin P in PL do hegin

3) Create set of sequences which is made of postfixes of P as PD
4) For each t in PD do begin

5)P’=Pt

6) If (sup (p’)>=min_sup)

7)SP=SPUP’

8) Endif

9) If (sup(SP)<=sup(P))

10) P is closed pattern

11)End for

12) End for

Fig 3: Algorithm for Pattern deploy Meth

The PDM is used with the attempt to address thdleno
caused by the inappropriate evaluation of pattatisgoverec
using data mining methods. Data mining methodsh sas
SPM and NSPM, utilize discovered patterns direatithout
any modification andhius encounter the problem of lack
frequency on specific patterns. Processing of discd
patterns is carried in this module. These discal/qratterns
are organized in a specific format. There are thoiaes for
pattern deploying. One is using pan deploying method
(PDM Figure 3 and other pattern deploying with supg
algorithms. PDM organizes discovered patterns iarmt
support> form by combining all discovered patteettors.
PDS gives same output as PDM with support of eacm.
After paterns deploy, the concept of topic is built by meg
patterns of all documents. While the concept ial#ished, the
relevance estimation of each document in the tetiset i
conducted using the document evaluating functiorshasvn
eg. (1) in Test mcess. Documents in the dataset are ra
according to their relevance scores .After testiggstem’s
performance is evaluated using the metrics sugbression,
recall and fl-measures. Deploy pattern Evolving (DPE
algorithm Figured) is used by th module. It takes document
vectors from PDM or PDS and removes the non meéulil
patterns. Output of DPE is normalized documentorsctHere
patterns from negative documents are identified aoiby
(ambiguous) patterns i.e. Patterns which are ptese
Positive as well as negative documents, are fiteResult o
pattern evolving is  patterns in <term, supportsnf by
combining all deployed pattern vectors. The conaépbpic
is built by merging patterns of all documents Whilee
concept is estdished, the relevance estimation of e
document in the test dataset is conducted usingldlcamen
evaluating function as shown eq.(1) in Test prsc
Documents in the dataset are ranked according &ir
relevance scores. After testing system’s ormance is
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evaluated using the metrics such as precision/lrand f1-
measures.

Weight (d) =),crs Support(t)T(t,d) (1)

.. TP )
Precision = (2)
TP+EP ’
TP y
Recall = {3)
TP+FN ’

2sprecisionsrecall .
Fl-measuyre= —————— {4)
precision+recall :

For checking performance of the system this mo
calculates precision, recall and rieasure metrics. Tt
precision is the fraction of retrieved documentsttare
relevant to the topic, and the recall is the fiactof relevan
documents that have been retrieved. For a binasgsificatior
problem the judgment can be defined within a cairty
table as depicted in Table 2.

Table 2: Contingency tab

human judgment
System Yes No
judgment Yes TP FP
No FN TN

According to the definition in Table2), the precision an
recall are calculated using following equations. énéh TP
(True positives) is the number of documents thetesy
correctly identifies agositives; FP (False Positives) is
number of documents the system falsely identifies
positives; FN (False Negatives) is the number dévamnt
documents the system fails to identify. The preciof first K
returned documents top-K is calculatetheTprecision of tc-
K returned documents refers to the relative valtieetevant
documents in the first K returned docume

nput: - A list of deployed pafterns, alist of positive and negative documents, D+
andD-.

Output: - A setof term weight pairs d
nd =0

2) T=Threshold (D7) for each document d in D+ do begin
3) For each negative document ndinD- do begin

4)If Threshold ({nd}) > T then

5) A= {dpe Q| termset (dp) N nd#0 }

6) Shuffling (nd, A,)
7)Endif

8) For each deployed patterndp in Q do begin
9) d =d ed
10) End for

11) End for

Fig 4. Algorithm for patterrevolving method

The value of K use in the experiments is 20.Anotmetric
F1-measure iscalculated using following equation. -
evaluate performance of system precision, recall &t-
measure of three processes is comp

6. RESULTSOBTAINED

Following Table 3 shows pattern obtained after patt
discovery method for topic st. Table 4 shows patterns
obtained after pattern Evolving method for topigps

Table 3:-1-term, -term, 3-term patterns

Patterns

pct

offer

river

ship

strike

seamen

sector

redund

offer pct

offer river

2-term strike pai

pai seamen

strike seamen
pct river offer

pai strike seamen
ship sourc capac
industri ship japan

1-term

3-term
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Table 4:-Patterns after pattern Evolving

Documentno | Term Support
23 River 1.0
43 Ship 0.25
54 Seamen 0.25
62 Missil 0.25
63 Yard 1.0
81 Industry 0.25
62 Sourc 0.25
98 Shell 1.0
98 Strike 1.0
128 Protect 1.0

7. SYSTEM EVALUATION

After Test process, the system is evaluated ushrget
performance metrics precision (eq.2), recall (e@B8)y F1-
measure (eq.4).Using these metrics, different nusthare
compared to check the most appropriate method wipiiads

maximum relevant documents to topic. Reuters-2ldat8set
consist of 90 topics. Comparison of precisiomateand f1-
measure for topic ship by considering top-k documerith

highest relevance score is as shown in figure Sal be
observed that if value of k in top-k is chosen @gten system
gives maximum values for precision, recall and fdasure.

035
03
0.25
0.2 W precision

015 recall

N fl-measure
0.1

0.05

0
K=20 k=30 k=530

Fig 5:-Precision, recall, f1-measure for topic ship

Maximum number of documents relevant to topic ship

obtained at k=20. To evaluate performance of system

performance of different methods is compared upiegision,
recall and f1-measure. Comparison of precision racdll for
methods Pattern discovery,
Evolving (for topic ship is as shown in figure 6.

Pattern deploy and rRatte

0.25 1
0.2
0.15 4
W precision
Wrecall
01 A
f1-measure
005 4
D T T 1

DISCOVERY DEPLOY EVOLVING

Fig 6:-SCPM, PDM and DPE for topic ship

It can be observed that maximum values for pregjsiecall
and fl-measure are obtained from DPE. DPE givesrmar
number of documents from test set that are relet@mdpic
ship. DPE gives better results than sequentialedgzattern
mining (SCPM) method. So, it can be concluded BFRE and
PDM are superior to SCPM.

CONCLUSIONS

Many text mining methods have been proposed; main

drawback of these methods is terms with highed{f&re not
useful for finding concept of topic. Many data nmgimethods
have been proposed for fulfilling various knowledtjgcovery
tasks. These methods include association rule gifiaquent
item set mining, sequential pattern mining, maximpattern
mining and closed pattern mining. All frequent pats are
not useful. Hence, use of these patterns deriveth fdata
mining methods leads to ineffective performanceoWiedge
discovery with PDM and DPE have been proposed

to

overcome the above mentioned drawbacks. An effectiv

knowledge discovery system is implemented usingetimain
steps: (1) discovering useful patterns by sequlentizsed
pattern mining algorithm and non sequential clopattern
mining algorithm. (2) Using discovered patterns gmttern
deploying using PDS and PDM. (3) Adjusting useffites by
applying pattern evolution using DPE. Numerous expents
within an information filtering domain are conduttt&keuters-
21578 dataset is used by the system. Three pernfmena
metrics precision, recall and fl-measures are tsevaluate
performance of system. The results show that thpteimented
system using pattern deploy and pattern Evolvinguigerior
to SCPM data mining-based method.
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