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Abstract 
As the number of cores on Chip Multi-Processor (CMP) increases, the need for effective utilization (management) of the cache 

increases. Cache Management plays an important role in improving the performance and miss latency by reducing the number of 

misses. In most of the cases, CMP with shared Last Level Cache (LLC) is a winner over the private LLC. Non-Uniform Cache Access 

(NUCA) represent two emerging trends in computer architecture. In NUCA the LLC is divided into multiple banks which lead to 

different banks being accessed with different latencies. Hence the heavily used blocks can be mapped or migrated towards the closer 

bank of the requesting core. Though NUCA is the best architecture for single core systems, implementing NUCA in CMP has many 

challenges. Researchers proposed many innovative ideas to implement NUCA in CMP but still there exists lot more complexities. Thus 

CMP cache architecture is a widely open research area. In this paper we did a survey on different CMP cache architectures based on 

NUCA. We have only given a basic overview and there are lot more advanced innovations which are not been covered. The 

performance evaluation of CMP architecture is a challenging task and must have to do for proving the correctness of any proposed 

architecture. Therefore, we also discussed about how the performance of CMP cache architectures can be evaluated  
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1. INTRODUCTION 

It is expected that Chip Multiprocessors (CMPs) that contain 

multiple CPUs on the same die will be the main components 

for building future computer systems [1]. In fact, several CMP 

based architectures [2], [3], [4], [5] have already found their 

way into commercial market. In the long run, it is expected that 

the number of cores in CMPs will increase [6], [7]. Also the 

CMP’s gradually accommodating large on-chip Last Level 

Caches (LLC). 

 

CMP cache architectures are mainly of two types i) CMP with 

private LLC and ii) CMP with shared LLC. In both types of 

architecture each core has their own L1 caches for 

data/instructions. They differ in the physical placement of 

LLC. Considering two level cache hierarchies each core in the 

first type has its own private L2 cache while in second type 

each core shares a common large L2 cache. Both types have 

pros and cons. Private L2 caches are relatively small and 

physically placed very near to the core, hence the cache access 

time is very less. But it has the capacity problem; since the 

cache size is small it causes several capacity misses. Multiple 

copies of same data may present in separate L2 caches, hence 

an L2 level coherence is compulsory. On the other hand shared 

L2 is comparatively very large and only a single copy of each 

data can store in it; the entire requesting core will share the 

same data block. Another advantage of shared L2 is that the 

cache storage can be dynamically allocated to a core depending 

on its workload, which is not possible for private L2. Majority 

of researchers found shared LLC (L2 in this case) as the best 

choice for CMP cache architecture. But shared LLC also has a 

disadvantage: due to its large size, cache access time is several 

times longer than private LLC. 

 

Researchers proposed many innovative ideas to minimize the 

cache access time of shared LLC. Initially most of the CMP 

cache structure is designed to have uniform cache access time 

regardless of the block being accessed. For such Uniform 

Cache Access (UCA) LLC, access time becomes a significant 

bottleneck as the cache become larger. An alternative solution 

is to divide the large cache into multiple banks such that each 

bank can be accessed with different access time. This kind of 

design is called Non Uniform Cache Access (NUCA) and is 

the most promising CMP cache design in recent years. 

 

Since different banks can be accessed at different access time a 

core can access its closer bank much faster than the farther 

banks. Hence heavily requested data blocks can be migrated 

towards the closer banks to reduce the hit time. NUCA with 

migration was first proposed by Huh et al. called D-NUCA. In 

D-NUCA a data can be allocate to any bank in a set of banks. 

But it requires searching the entire set to get the data. Hence, 

searching time creates a problem in D-NUCA. Though a 

solution for this problem (partial tag storage) exists for single 

core processors there is no prominent solution for CMPs. 

 

While D-NUCA is gradually being acknowledged as too 

complex to implement, Chishti et al. considered an alternative 

called NuRAPID that was higher-performing and potentially 

less complex in a single-core setting. The main idea in this 

design is to separate the tag and data arrays in the cache. For a 

single core processor the tag array will be stored in the nearest 

bank of the cache controller. The cache access begins with a 

tag look-up and the request is then directly sent to the NUCA 
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bank that has the data. Such a design eliminates the need to 

search for a block by progressively looking up multiple banks. 

A block is now allowed to reside in any row in any cache bank 

and the tag storage carries a pointer to the data blocks exact 

location. 

 

Shared LLC can be divided into two parts: Centralized and 

Distributed. Centralized shared LLC means the LLC is placed 

in a contiguous area on the chip and the cores are placed at the 

two/four sides of the LLC. Both D-NUCA and NuRAPID are 

based on centralized shared LLC. While distributed shared 

LLC is almost like private LLC; each core has its own L1 and 

L2 cache (together called Tile) and all the cores (Tiles) are 

connected by some on-chip network. The difference of 

distributed shared LLC and private LLC is that in distributed 

shared LLC, each LLC (here L2) is shared by all the cores and 

only a single copy of same data exists in the entire LLC. 

 

In this paper, we have done a survey on the last level cache 

(LLC) of different CMP architectures. The performance 

improvement of LLC in CMP has several issues, e.g., 

migration, searching and coherence maintenance etc. In case of 

single core architecture, such issues can be easily solved but 

not for CMPs. We discussed about several CMP based cache 

architectures proposed to solve the major CMP LLC issues. 

Next section gives an overview of different types of CMP 

cache architectures. Section 3 describes NUCA architecture in 

details. Here we have explained the different types of NUCA 

and the data management policy of each type of NUCA. 

Implementation of CMP based NUCA architecture is discussed 

in section 4. This section describes some notable contributions 

in the area of CMP-NUCA. In section 5, we have discussed 

about how to evaluate the performance of CMP cache 

architectures. Section 6 concludes the paper. 

 

2. AN OVERVIEW OF CMP CACHE DESIGN 

Most modern high-performance processors have multiple 

cache levels within a single chip. In a multi-core processor, 

each core typically has its own private L1 cache (data and 

instruction). Every processor must have to access L1 cache in 

almost every cycle, sharing L1 cache with multiple cores is not 

a good choice. Every miss in L1 cache is served by L2 cache. 

If data is available in L2 then it is a hit and it immediately 

sends a copy of the data to the requesting L1. Otherwise L2 has 

to bring the data from the lower level memory first. For most 

of the discussion in this paper, we will assume that the L2 is 

the LLC. 

 

2.1 Shared Last Level Cache 

Shared LLC means a single large cache shared by multiple 

cores on the chip. Each core in the CMP is connected to the 

shared LLC through an interconnect. The interconnect may be 

either a bus, switch based interconnect or a hybrid type of 

interconnect. We are not going to discuss about the on-chip 

interconnects in this paper. Interested reader can see [8], [9] for 

details. One example organization for CMP with shared LLC is 

shown in Figure 1(a). In shared LLC there is no duplication of 

cache blocks but the same cache block can reside in multiple 

L1 cache simultaneously. Coherence must be maintained 

among the L1s and the L2. 

 

The main advantage of using a shared cache is the available 

storage space that can be dynamically allocated among 

multiple cores, leading to better utilization of the overall cache 

space. Also it requires maintaining only a single copy of shared 

data. The primary disadvantages of a shared cache is that the 

working sets of different cores may interfere with each other 

and impact each other’s miss rates, possibly leading to poorer 

quality-of-service. This may impose overheads if the cores are 

mostly dealing with data that is not shared by multiple cores. 

Also, a core may experience many contention cycles when 

attempting to access a resource shared by multiple cores. 

However, we will show in this paper that both of these 

disadvantages can be easily alleviated. 

 

2.2 Private Last Level Cache 

A popular alternative to the single shared LLC is a collection 

of private LLC. Assuming a two-level hierarchy, a core is now 

associated with private L1 instruction and data caches and a 

private unified L2 cache (see Figure 1(b)). A miss in L1 

triggers a look-up of the cores private L2 cache. Each private 

L2 cache is relatively small, allowing smaller access times on 

average for L2 hits. The private L2 cache can be accessed 

without navigating the coherence interface and without 

competition for a shared resource, leading to performance 

benefits for threads that primarily deal with non-shared data.  

 

A primary disadvantage of private L2 caches is that a data 

block shared by multiple threads will be replicated in each 

threads private L2 cache. This replication of data blocks leads 

to a problem called capacity problem. Another disadvantage of 

a private L2 cache organization is the static allocation of L2 

cache space among cores. By employing private L2 caches, the 

coherence interface is pushed down to a lower level of the 

cache hierarchy. But due to the large size of LLC, maintaining 

coherence in this level is a complex job. 

 

2.3 Shared vs. Private LLC 

Both Shared LLC and Private LLC have some advantages and 

some disadvantages. The advantages of one are the 

disadvantages of another. Hence, recently researchers are 

proposing hybrid alternatives for combining the advantages of 

both shared and private LLC [10], [11], [12], [13]. 

 

2.4 Inclusive Cache Behavior 

For much of the discussions in this paper, we will assume 

inclusive cache hierarchies. However, many research 

evaluations and commercial processors employ non-inclusive 

hierarchies as well. If the L1-L2 hierarchy is inclusive, it 
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means that every block in L1 has a back-up copy in L2. The 

following policy ensures inclusion: when a block is evicted 

from L2, its copy in the L1 cache is also evicted. If a single L2 

cache is shared by multiple L1 caches, the copies in all L1s are 

evicted. This is an operation very similar to L1 block 

invalidations in a cache coherence protocol. 

 

2.5 CMP with Shared LLC 

CMP having shared LLC can be categorized into two different 

ways: 

 Centralized Shared LLC. 

 Distributed Shared LLC. 

 

In most of the shared caches, LLC is considered as centralized 

entity and is placed in a contiguous area into the chip. All the 

cores are placed on the two/four sides of the LLC. One 

example of such centralized shared L2 cache is shown in figure 

2(a). Even though the cache is partitioned into multiple banks 

and the cache controller is distributed over all the banks we 

still call it as centralized because it occupies contiguous space 

into the chip.  

 

This type of centralized architecture is good enough for CMP’s 

with small number of cores but when there are many number 

of cores, this type of architectures degrade performance [8], 

[14]. Researchers have proposed an alternative with distributed 

shared LLC [8]. In this model even though the cache is 

logically shared it may be physically distributed over the chip, 

such that one bank of the L2 may be placed in close proximity 

to each core. The core, its L1 caches, and one bank of the LLC 

together constitute one Tile. A switch based mashed network is 

used (most of the cases) to connect all the Tiles. Other types of 

networks can also be used as an interconnect (e.g., bus or 

hybrid). One example of such a physical layout is shown in 

Figure 2(b). The primary disadvantage of this organization is 

the higher cost in moving data/requests between L2 cache 

banks and the next level of the memory hierarchy. 

 

3. NON-UNIFORM CACHE ACCESS (NUCA) 

In past most of the CMPs cache structure is designed to have 

uniform cache access time regardless of the block being 

accessed. Such Uniform Cache Access (UCA) architectures 

certainly simplify the cache access policies. However, as cache 

become larger and also partitioned into multiple banks, 

maintaining uniform accesses time for the entire cache is not a 

good choice. The banks nearer to a core can actually be 

accessed much faster than the furthest bank. Also wire delay 

plays an increasingly significant role in cache design [11]. 

 

Increasing wire delay makes it difficult to provide uniform 

access latencies to all L2 cache banks. One alternative is 

NUCA designs [10], which allow nearer cache banks to have 

lower access latencies than further banks. NUCA architecture 

was initially proposed for uniprocessor systems. They consider 

a large L2 cache that has a single cache controller feeding one 

processor core (see Figure 3). The author proposed three types 

of NUCA architecture a) SNUCA-1 (Static NUCA-1) b) 

SNUCA-2 (Static NUCA-2) and c) D-NUCA (Dynamic 

NUCA). In all the three types, large L2 cache is divided into 

multiple banks and all the banks are connected between them 

and also with the cache controller. The difference between the 

types is based on the interconnect topology, number of banks 

and the data management policy. A detail discussion on each 

types of NUCA is given in next section (Section 3.1). 

 

Data management policies of NUCA must follow the following 

three issues: 

 

Mapping: The possible locations for a data block. The 

simplest policy is to statically map each block to a particular 

bank. An alternative mapping policy distributes ways and sets 

across banks such that a block can reside in any bank from a 

set of banks. A search mechanism is required to locate a block 

that may be in one of a set of banks. 

 

Search: the mechanisms required to locate a data block. The 

search of a block can happen in an 

 

 
 

Fig 1: Example of Chip Multi Processor (a) with L2 as shared 

LLC (b) with L2 as private LLC. 

 

 
 

Fig 2: Example of Chip Multi Processor (a) with Centralized 

Shared LLC (b) with distributed shared LLC 

 

Incremental manner, i.e., one bank after another bank. 

Alternatively, a multicast search operation can be carried out 

where the request is sent to all banks simultaneously. The 

second approach will yield higher performance but also higher 
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power. They also propose a Smart Search mechanism where a 

partial tag (six bits) for each block is stored at the cache 

controller. A look-up of this partial tag structure helps identify 

a small subset of banks that likely have the requested data and 

only those banks must now be searched. 

 

Movement: the mechanisms required to change a block’s 

location. The authors allowed frequently accessed blocks to be 

migrated from the farther banks to the closer banks.  

 

3.1 Different of NUCA-Types 

In this section we have given a brief description of all three 

types of NUCA implementation. 

 

SNUCA-1: An example of such type of NUCA is given in 

Figure 3(a). Here each bank has a dedicated two-way 

transmission channel connected to the cache controller. The 

mapping of data into banks is predetermined, based on the 

block index, and thus can reside in only one bank of the cache. 

 

SNUCA-2: Private per-bank channels used in SNUCA-1 

heavily restricts the number of banks that can be implemented, 

since the per-bank channel wires adds significant area 

overhead to the cache if the number of banks is large. To 

overcome that limitation, the author proposed a static NUCA 

design that uses a two-dimensional switched network. This 

organization, called SNUCA-2, is shown in Figure 3(b).  

 

 
 

Fig 3: An example showing different types of NUCA. 

 

D-NUCA: Even with an aggressive multi-banked design, 

performance may still be improved by exploiting the fact that 

accessing closer banks is faster than accessing farther banks. 

By permitting data to be mapped to many banks within the 

cache, and to migrate among them, a cache can be 

automatically managed in such a way that most requests are 

serviced by the fastest banks. Using the switched network, data 

can be gradually promoted to faster banks as they are 

frequently used. This promotion is enabled by spreading sets 

across multiple banks, where each bank forms one way of a 

set. Thus, cache lines in closer ways can be accessed faster 

than lines in farther ways. To fulfill this dynamic behavior the 

author proposed D-NUCA or Dynamic-NUCA. An example of 

D-NUCA is shown in Figure 3(c). 

 

4. IMPLEMENTING NUCA FOR CMPs 

CMPs are accommodating many mega-bytes of data in their 

LLC. As we already discussed, LLC can be shared by many 

cores and can be either physically distributed or contiguous on 

the chip. We next discuss about the several architectural 

innovations that attempt to cleverly place data blocks within 

LLC to optimize metrics such as miss rates, access times, 

quality-of-service and throughput. There are many complexity 

to implement NUCA for CMP LLC. In this section we will 

discuss the different complexities of implementing NUCA for 

CMPs and also several innovations to solve all these 

complexities. 

 

4.1 Complexities with D-NUCA for CMP 

D-NUCA outperforms the other two types of NUCA in case of 

single core processor [10]. There are already some notable 

contributions to implement D-NUCA for CMP’s. However, all 

of this work had to suffer from the overheads of a fairly 

complex search mechanism, a problem that to date does not 

have a compelling solution.  

 

Beckmann and Wood:  

Beckmann and Wood [11] proposed the first detailed multi-

core NUCA architecture. They assume a layout (see Figure 

4(a)) where the shared NUCA cache resides in the middle of 

the chip and is surrounded by eight cores. A major contribution 

of this work is the classification of banks into regions and 

architectural policies to allow a block to migrate to a region 

that minimizes overall access times. There are 16 regions, out 

of them 8 are called local region (one for each core), 4 are 

called center region and remaining 4 are called inter regions. 

Initial placement is somewhat random (based on the block tag 

bits). From here, a block is allowed to gradually migrate to 

different regions based on the cores that access it. The basic 

rule for migration is as follows:  

 

other-local => other-inter => other-center => my-center => 

my-inter => my-local 

 

The authors also find out that in most of the workloads the 

amount of shared data is less but the frequency of accessing 

those datum is very high. Hence due to the above mentioned 

migration rule, eventually most of the shared data will saturate 

into the center regions, which are far away from every cores. 

Normal RC based wires used as D-NUCA interconnect are 

slow [15] and cannot access those center regions rapidly. 

Hence to reduce the access latency the authors used high speed 

transmission lines [15] to connect directly each core to the 

center regions (see Figure 4(b)). Note that transmission lines 

can communicate data at the near speed of light. The details 

regarding transmission lines are discussed in [9]. 
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Fig 4: NUCA for CMP, proposed in [11] (image also taken 

from [11]). 

 

Figure 1: An example showing different types of NUCA. 

The most significant problem with the above architecture is the 

difficulty in locating a block. In a D-NUCA that distributes the 

ways across the banks, it cannot be statically determined the 

exactly location of a block. That means for every request it 

needs to search a set of banks to get the block (assume if it is a 

hit). Beckmann and Wood employ a multicast based search 

mechanism. 

 

Huh et al. 

In a paper that appeared shortly after [11], Huh et al. [16] 

validate many of the above observations. They used a 16-core 

CMP with a large banked NUCA cache in the middle of the 

chip. As we have mentioned in section 2.5 that such type of 

CMPs are called CMP with centralized shared LLC. The 

authors confirm that an SNUCA policy leads to longer access 

times on average. There is a minor performance improvement 

in case of D-NUCA based policy, where the ways are 

distributed across the banks and blocks are allowed to migrate 

between banks.  They consider both 1-dimensional and 2-

dimensional block movement where 1-D movement prevents a 

block from moving out of its designated column. They found 

that the main reason for less performance improvement in case 

of D-NUCA (for CMPs) is the complexity of searching the 

blocks. To avoid having to access numerous banks, they 

implement a distributed set of replicated partial tags. At the 

top/bottom of every column of banks, partial tags for every 

block in that column are stored. A look-up into this storage 

reveals if one or more banks in that column can possibly have 

the requested block. These additional look-ups of partial tags 

and banks (nearly 50% more than the S-NUCA case) negate 

half the benefit afforded by D-NUCA data proximity. They 

also result in increased power and bank access rates. The 

various tag stores will have to be updated with on-chip 

messages every time a block is replaced / migrated. 

 

4.2 Some Other Implementations of NUCA 

Re-NUCA: Re-NUCA [17] is a novel cache architecture that 

allows limited replication for shared blocks accessed by 

processors placed at opposite chip sides. In particular, their 

solution lets at most two independent copies of the same block 

to be stored in the same shared cache, each of them migrating 

towards the closest cache side, named target side. 

 

HK-NUCA: A data search algorithm for D-NUCA, which is 

called HK-NUCA has been proposed in [18]. HK-NUCA 

means Home Knows where to find data within the NUCA 

cache. They considered that each block must have a home bank 

in the NUCA, though it can be reside or migrate to any other 

bank the home bank will always maintain a pointer called (HK-

PTR) to for the data.  

 

4.3 NuRAPID and CMP-NuRAPID 

Due to its searching issues D-NUCA is gradually being 

acknowledged as "too complex to implement". To solve this 

problem, Christi et al. [12] proposed an alternative architecture 

called NuRAPID. It is less complicated and also performing 

better than D-NUCA for single core systems.  The authors 

initially proposed it only for single core multi-banked cache 

architectures. Later they extended the concept and proposed 

NuRAPID for multiple cores [13] (called CMP-NuRAPID). 

 

Two key contributions were made in the first paper:  

 Instead of placing both tag and data blocks together, 

they propose to implement the entire tag array as a 

centralized structure near the processing core/cache 

controller. Every cache access starts with a tag look-

up and the request is then directly sent to the NUCA 

bank that has the data. Such a design eliminates the 

need to search for a block by progressively looking up 

multiple banks. However, the movement of every 

block must need to inform the centralized cache 

controller so that the tag can be updated. 

 Separating tag and data block placement. In 

NuRAPID a block can be stored in any row in any 

cache bank and the tag storage (organized in a 

conventional manner) carries a pointer to the data 

block’s exact location. Similar to D-NUCA, the 

requesting blocks are gradually migrated towards the 

cache controller. Swapping places with any block that 

may not have been recently touched. 

 

Since a swap can now happen between any two blocks, the 

block movement policy allows the closest banks to 

accommodate the ―globally hottest‖ (most frequently and 

recently touched) blocks, and not just the hottest blocks in each 

set. Note that conventional D-NUCA would restrict each set to 

only place a small subset of ways close to the CPU, whereas 

NuRAPID policy allows all the ways of a hot set to be placed 

in a nearby bank. Such flexibility can allow NuRAPID to out-

perform D-NUCA, especially if applications non-uniformly 

stress their sets. It can also reduce inter-bank traffic, especially 

if banks are sufficiently large. The overhead in providing such 

flexibility is that data blocks need to store reverse pointers that 

identify their entry in the tag array, so that the corresponding 

tag can be updated when a swap happens. 
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CMP-NuRAPID: In a follow-on paper [13], Chishti et al. 

extend their scheme to handle multiple cores. Just as in the 

NuRAPID [12] design, the CMP-NuRAPID design also 

decouples data and tag arrays. The data array is a shared 

resource; any core can place its data in any row of the data 

array; the data array is organized as multiple banks with non-

uniform access times. Each core maintains a private tag array, 

with entries capable of pointing to any row of the shared data 

array. Keeping the tag arrays coherent is tricky: the authors 

assume that the tag arrays are kept coherent upon 

misses/movements/replacements by broadcasting changes to 

all tag arrays. The CMP-NuRAPID design is therefore an 

interesting hybrid between private and shared L2 caches. It has 

much of the performance potential of a shared cache, plus it 

allows selective replication of read-only blocks. 

 

4.4 CMP with Distributed Shared Cache 

All the above NUCA architectures are based on centralized 

shared cache. Since centralized cache has scalability issues, 

researchers also proposed many NUCA architectures for 

distributed shared cache. In this paper we call them as Tile 

Based Architecture (TLA). 

 

Hardavellas et al. [19] put forth a novel Tile based NUCA 

architecture that relies on OS management of pages in a large 

shared L2 cache and does not require complex search 

mechanism. Each core is also allowed its own indexing 

functions, enabling each core to have a different view of the 

shared L2 cache this allows a private page to migrate between 

banks without requiring page copy in DRAM or complex 

hardware structures. In addition to efficiently handling both 

shared and private pages, it facilitates replication at various 

granularities. 

 

In [20] the authors have combined on-chip networks and 3D 

architectures for designing large L2 cache memories for Tile 

based CMP. Specifically, this paper has proposed a hybrid 

bus/NoC (Network on Chip) fabric to efficiently exploit the 

fast vertical interconnects in 3D circuits, discussed processor 

placement and L2 data management issues, and presented an 

extensive experimental evaluation of the proposed architecture 

as well as its comparison to 2D L2 cache designs. 

 

Some innovations also exists for implementing hybrid 

architectures by combining private LLC concepts and the 

distributed shared LLC concepts [21], [22], [23], [24], 

[25],[26]. 

 

4.5 Summary of this Section 

The architectures discussed in this section are the basic NUCA 

based CMP architectures. There are lot more advanced works 

have already been proposed and it is not possible to cover all of 

them in this paper. Few of these works are based on 3D 

architecture, wiring technologies, data prefetching / replication 

/ spilling, NoC (Network on Chip) routing technologies and 

power management etc. Also a large number of researches are 

still working on multiple banked CMP cache architectures. 

 

5. SIMULATION AND VERIFICATION 

A major issue to work on CMP architecture is to implement 

our proposed architectures. To propose or modify any 

architecture (may or may not be CMP cache architecture), we 

have to prove that our architecture is working correctly and 

also performing better than other existing architectures of same 

category. It is not always possible to do hardware 

implementation of CMP cache architectures because it takes 

lots of time and money. Therefore, hardware implementation is 

not preferred by most of the research institutes and 

organizations. There are two alternatives that the researchers 

can do to prove the correctness of their proposed architecture.  

 Formal Verification. 

 Simulation. 

 

5.1 Formal Verification 

In the context of hardware and software systems, formal 

verification is the act of proving or disproving the correctness 

of intended algorithms underlying a system with respect to a 

certain formal specification or property, using formal methods 

of mathematics. Formal verification can be helpful in proving 

the correctness of systems such as: combinational circuits, 

digital circuits with internal memory, and software expressed 

as source code. The detail explanation is outside the scope of 

this paper. In short we can say that it is a process to formally 

prove the correctness of our model. The concept of formal 

verification can be used for proving the correctness of any 

architectural model (e.g., NoC, SoC and CMP). In this process, 

we have to model our architecture in a particular process 

algebraic language like CCS [27], CSP [28], PROMELA [29] 

etc. and prove the correctness of the model by verifying all the 

properties of the architecture. The properties are normally 

written in temporal logic (e.g., LTL, CTL) [30]. Formal 

verification has been used to model many SoC (System on 

Chip) and NoC based architectures [31], [32], [33]. In [34] the 

author used MurΦ [35], a formal verification language, to 

prove the correctness of their tree based cache coherence 

protocol for CMPs. 

 

5.2 Simulation 

The most popular way to implement any cache architectures is 

to simulate the architecture with a simulator. For simulating 

any CMP cache we need two types of simulator (a) Cache 

Modeler (b) Full System simulator. 

 

Cache Modeler: Cache modeler means a software tool that 

can model optimized cache architecture. A most widely used 

cache modeler is CACTI [36]. CACTI first invented in 1994 

[37] and has been cited by more than thousand papers. CACTI 

takes input parameters like cache block size, cache size, 

associativity, number of cores and number of banks (for 
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NUCA) and calculate an optimized cache model. Here 

optimized model means cache with optimized delay, area and 

power. Each optimization parameters are further subdivided 

into many parameters (e.g., number of sub-arrays, wire delay, 

tag array overhead, data array overhead etc.). The complete 

discussion of CACTI is not possible here. Interested person can 

read the technical report of CACTI 6.0 [38]. CACTI tool is 

freely available in [39]. 

 

Full system simulator: A full-system simulator is a Computer 

architecture simulator that simulates an electronic system at 

such a level of detail that complete software stacks from real 

systems can run on the simulator without any modification. A 

full system simulator effectively provides virtual hardware that 

is independent of the nature of the host computer. The full-

system model typically has to include processor cores, 

peripheral devices, memories, interconnection buses and 

network connections. CMP cache architecture must have to use 

full-system simulator for complete performance evaluation. 

Most of the simulators are written in C/C++ and sometimes 

need to change some functionality to meet our requirements.  

 

The two most widely used full-system simulators are (a) 

Simics [40] and (b) Gem5 [41]. Simics is a function driven 

commercial simulator and initially has no support for time 

driven simulation. But the problem has been solved by GEMS 

[42] which is a time driven simulator works on top of Simics. 

GEMS can be used for simulating any memory architecture 

(cache, main memory). It can also simulate network and power 

consumption of a CMP architecture using two additional tools 

called Garnet [43] and Orion [44] respectively. GEMS is a 

freely distributable tool but it is dependent on Simics and 

cannot work independently. The combination of Simics and 

GEMS is the most popular full-system simulator from last one 

decade. The gem5 simulation infrastructure is the merger of the 

best aspects of the M5 [45] and GEMS [42] simulators. Gem5 

is freely available [46] and independent from Simics. 

 

Why two types of simulators: A common question may arise to 

any reader as why we need two types of simulators (Cache 

Modeler and Full-system) and what is the relation between 

them. In short, the answer would be; cache modeler calculates 

the best possible model for a cache architecture with optimized 

delay, area and power parameters. Full-system simulator can 

use those optimal parameters (especially cache access time, 

wire delay etc.) to make a more realistic and accurate system. 

 

6. CONCLUSIONS 

NUCA architecture is a clear winner over the UCA 

architectures. But implementing NUCA for CMPs has several 

issues. Researchers found that the migration based NUCA 

models of CMP are not as efficient as compared to the single 

core NUCA. The main problem is searching of a block within 

the cache banks. Many ideas have already been proposed to 

mitigate all these problems but till it is an open research area to 

find out an optimal NUCA implementation for CMPs. In this 

paper we have done a survey on different CMP cache 

architectures based on NUCA. We only gave a basic overview 

and there are lot more advanced innovations which are not 

covered. The performance evaluation of CMP architecture is a 

challenging task and must have to do for proving the 

correctness of any proposed architecture. Therefore, we also 

discussed about how the performance of CMP cache 

architectures can be evaluated. 
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