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Abstract

Generally, computer system is handled by the Bmdgisguage only. But the person who is unawardefgnglish language and
structure of query language cannot handle the systais paper proposed a new approach for accessiaglatabaseasilywithout
knowing English. So, the database is accessed téhhelp of natural languages such as Hindi, Marats. Natural language
processing (NLP) is the study of mathematical asdputational modeling of various aspects of languagd the development of
a wide range of systenisatural Language Processing holds great promisenfaking computer interfaces that are easier to use
for people, since people will be able to talk te tomputer in their own language, rather than learspecialized language of

computer commands.
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1. INTRODUCTION

Natural language processing is a branch of adifici
intelligence which includes Information Retrieviachine
Translation and Language Analysis. The goal of ssiog
database by natural language processor is to mateset
access easier for the common people. While natural
language may be the easiest symbol system to armise,

it has proved to be the hardest to a computer tstenalo
access database a user must have the knowledge of
Structured Query Language (SQL). Only those usdis w
have the knowledge of these languages can accésda
information. So in order to access the informatian,
graphical user interface is used which requiresesbmasic
training for using this system. In India, there amany
people who know English but are not fluent enough t
formulate queries in it. With the help of this irfteee an end
user can query the system in natural languagesligish,
Hindi and Marathi etc., and can see the resulben dame
language.

We are also adding Hindi thesaurus with this apgilba.
Thesaurus is such a tool which is important to abentry
like India where a very large fraction of populatis not
convenient with language like English and consetiyen
does not have access to the vast store of infoomaliat is
available. More over Hindi is the official languaggIndia.
For Hindi language, the alphabet set is very lafgdest
importantly this alphabet set and shape charatitexiare
utilized in the development.

2. EXISTING SYSTEM

The very first attempts at Natural Language databas
interfaces are just as old as any other NLP rebe#mcfact
database NLP may be one of the most successes ih NL

since it began. Asking question to databases imralt
languages is very convenient and easy method o dat
access, especially for the users who does not laye
knowledge of database queries such as SQL. Thesudat
this area is partly because of the real-world bignéfat can
come from only NLP system and partly because NLFkg/0
very well in a single-database domain. Databases

Usually provide small enough domains that ambiguity
problems in natural language can be resolved ssitdlys
Here are some examples of database NLP systems:

21LUNAR

LUNAR (Woods, 1973) involved a system that answered
guestions about rock samples brought back fronmtben.
Two databases were used, the chemical analyseshand
literature references. The program used an Augrdente
Transition Network (ATN) parser and Woods' Procediur
Semantics. The system was informally demonstratetiea
Second Annual Lunar Science Conference in 1971.

22LIFER/LADDER

It was one of the first good database NLP systdmsas
designed as a natural language interface to a asgabf
information about US Navy ships. This system, adeed

in a paper by Hendrix (1978), used a semantic gramtm
parse questions and query a distributed databake. T
LIFERILADDER system could only support simple one-
table queries or multiple table queries with easjn j
conditions.

2.3 CHAT-80

The system CHAT-80 [5] is one of the most referen&P
systems in the eighties. The system was implemeimed
Prolog. The CHAT-80 was a quite impressive, effitiand
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sophisticated system. The database of CHAT-80 stmef
facts (i. e. oceans, major seas, major rivers aa@meities)
about 150 of the countries world and a small seEmflish
language vocabulary that are enough for querying th
database.

3. OBJECTIVE AND AIM

We are going to develop an application that wiketahe
Database queries in the form natural language aed t
processes it and gives the result. This includesynmsab
components like Language Analyzer, Query Builded an
Viewer. The system will first parses the query imtural
language and finds the major parts in the strifgenTfirst it
will look for the table name and then it parsesgtng for
the where clause and then for the order by clad$er
parsing it will construct the query string basedtba data
available. The generated SQL query is posted to the
database to fetch the results.

4. PROPOSED SYSEM

4.1 Natural Language I nterface To Database

The interesting area of Natural Language Procedihg)

is the development of a natural language interfaxe
database systems (NLIDB). In the last few decadasym
NLIDB systems have been developed. Through these
systems, users can interact with database in a more
convenient and flexible way. Because of this, this
application of NLP is still very and widely usedday.
Natural Language Interface has been a very intagesrea

of research since past times. The aim of Naturaduage
Interface to Database is to provide an interfacerahuser
can interact with database more easily using thatural
language and access or retrieve their informatginguthe
same. We can also say that NLIDB is a system thiawterts

the query in native language into SQL and vice-aers

4.2 Sub components of NLIDB
There are two sub components of NLIDB

» Linguist components
» Database components

Linguistic Component

It is responsible for translating natural languagmut into a
formal query and generating a natural languageoresp
based on the results from the database search.

Database component

It performs traditional Database Management fumstioA
lexicon is a table that is used to map the words@hatural
input onto the formal objects (relation names, ilaite
names,etc) of the database. Both parser and semantic
interpreter make use of the lexicon. A natural lage
generator takes the formal response as its inpdtjrespects
the parse tree in order to generate adequate hitoguage
response. Natural language database systems makef us
syntactic knowledge and knowledge about the actual
database in order to properly relate natural lagguaput to
the structure and contents of that database. Simtac

knowledge usually resides in the linguistic compuraf the
system, in particular in the syntax analyzer wherea
knowledge about the actual database resides to eztaat

in the semantic data model used. Questions entared
natural language translated intostatement in a formal
guery language. Once the statemamambiguouslyformed,
the query is processed by the database manageyseins
in order to produce the required data. These theta passed
back to the natural language component where geoera
routines produce a surface language version afetsigonse.

4.3 Architectureof NLIDB

The architecture of NLIDB system is as follows whigses

the both semantic and syntactic grammar system
architecture.
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Fig.1: Architecture of NLIDB
The architecture is discussed as follows:

» Syntactic Analysiss The objective of the
syntactic analysis is to find the syntactic stroetu
of the sentence. This splits the sentence into the
simpler elements called Tokens.

> Token Analyzer: It split the input string into a
sequence of primitive units called tokens that is
treated as a single logical unit.
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> Spelling Checker: The Spelling Checker modu
makes sure that each token is in the syst
dictionary (lexicon) and if this is not the caserl
the spelling correction is performed or new wc
are added to the system’s voukry.

» Ambiguity Reduction: This module reduces tt
ambiguity in a sentence and simplifies the tas
the parser.

Parse Tree:

Parse tree is the output obtained from syntacticlyais
which represents the syntactic structure of semst
according tosome formal grammar. A Parse Tree i
collection of nodes and branches (root node, bravute,
leaf node). In a parse tree, an interior nodeghrase and i
called a non-terminal or ndeaf node of the gramme
while a leaf node is a word and is eglla terminal of th
grammar.

For e.g, “List me all employees”, the parse tree for !
query is shown in figure 2

S
//’ “\\
e N
P e
7~ >
V_P
/ViP /—\\
L rd \\\
o /N
\ A 9
list me all N_P

employees

Fig.2: Parse tree
Here,S_sentencey_P_ verb phrasé\_P_ noun phras

» Semantic Analysis:. Semantic Analysis is relate
to create the mmesentations for meaning
linguistics inputs. It deals with how to determ
the meaning of the sentence from the meanin
its parts. So, it generates a logical query whi
the input of Database Query Gener:

» Database Query Generator: The task of the
Database Query Generator is to map the elen
of the logical query to the corresponding elemi
of the used database$he query generator us
four routines, each of which manipulates only
specific part of the query. THest routine selects
the part query that corresponds to the approf
DML command with the attribute’s namei.e.
SELECT * clause). The secomdutine selects the
part of the query that would mapped to a tak
name or a group of tables names to construc
FROM clause. The third routirgelects the part ¢
the query that would be mapped to the WHE
clause (condition). Thdourth routine selects the
part of the natural language query that corresp
to the order of displaying the result (ORDER |
clause with the namef the column’

» Database Management System: The purpose of
this system is to get the correct result from
database. It executes the query on the databas
produces the results required by user. In
Microsoft Word you can look up a word quickly
you right click anywhere in your document, a
then to find a synonyr for a specific word, either
type the word in the task pane sei field or
highlight it in your document. Then list of
possible synonyms appear in the context me
Likewise HindiThesaurus work for yo

For example if user select and right clicked on o
“Beautiful” then resultant words are shown in the poj
menu and synonyms agll as antonyms are listed as shc
below in the Fig. 3

Jaipur is ve| Beautiful.

N

Synonym Antony
1. Lovely 1.Ugly
2. Attractive 2.Foul

Fig.3 lllustration of Englisitthesaurus example

4.3 User Interface

Following figures shows the user interfaces foreasing
database by natural language proce:

Select Lanquagei s | Selea h

Go

Fig.4: Language selection fo
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Fig.6: Insert Form
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Fig.7: Display form
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Fig.8: Operation selectic form in Marathi
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Fig.10: Searching form in Mara
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5. METHODOLOGY » Semantic Grammar Systems. In semantic
grammar systems, the question-answering is still
done by parsing the input and mapping the parse
tree to a database query. The difference, in this
case, is that the grammar’'s categories do not
necessarily correspond to syntactic concepts.
Semantic information about the knowledge domain
is hard-wired into the semantic grammar due to this
systems based on this approach are very diffioult t
port to other knowledge domains. For an NLIDB,
configured for a new language domain, a fresh
semantic grammar has to be written. Semantic

5.1 Techniques used to develop the Natural
Language I nterface to Database
There are number of techniques that are used fer th
development of natural language interface to Dambike
Pattern Matching System, Syntax Based System, S@man
Grammar System and Intermediate Representation
Language.
These techniques are discussed below:

» Pattern-Matching Systems: Many NLIDBs ware

based on pattern-matching techniques to answer the
user’s questions. The main advantage of the
pattern-matching approach is its simplicitg. no
elaborate parsing and interpretation modules are
needed, and the systems are easy to implement.
These systems cope up even when the query is out
of range of sentences in which patterns were design
to handle and provide some reasonable answers to
them. As a simple illustration of pattern matching
technique, consider the following database:

Table 1: Sample database table

grammar categories are usually chosen to enforce
semantic constraints. Much of the systems
developed till now like LUNAR, LADDER, use
this approach of semantic grammar.

Intermediate Representation Languages: Due to

the difficulties of directly translating a sentence
into general query language using a syntax based
approach, the intermediate representation systems
were proposed. The logic is to map a sentence into
a logic query language followed by the translation
of the logical query into a general database query,
such as SQL. There can be several intermediate

Country Capital Language meaning representation languages in the process.
France Paris French Figure 4 shows architecture of an intermediate
italy Rome talian representation languaggstem.

India Delhi Hindi

If the user asked “What is the capital of India?ising the

first pattern rule the system would report “Dé&lhiThe

system would also use the same rule to handleiqunesich

as “print the capital of India: “could you pleasd tme what

is the capital of India?”etc. ELIZA is among thewfe
systems that plays the role in the above style.ZBLI -
functions by processing users, by these resporsdbet '
scripts. It typically says differently and rephrds¢he
statements of the users as questions and repéeangwers

of those questions. Mr. Joseph Weizenbaum programme
ELIZA nearly from 1964 to 1966.

» Syntax-Based Systems: In syntax-based systems
the user's question is parsed.e( analyzed
syntactically) and the resulting parse tree isafiye 6. ALGORITHM
mapped to an expression in some database query >
language. Syntax-based systems use a language
system that explains the feasible syntactic
structures of the user's query]. Syntax-based >
NLIDBs usually interface to application specific
database systems that provide database query
languages, carefully designed to facilitate the
mapping from the parse tree to the database query.
Generally, it is hard to design mapping rules that
will map the parse tree into some expression
directly in a real-life database query languagg. >
SQL.

Fig.11: Intermediate Representation Language Architecture

Tokenization (scanning)
= Split the Query in tokens
= Give order number to each token identified
Split Query and extract patterns
= Look for sentence connectors/criteria words
= Break Query on the basis of
connector/criteria tokens.
= Use criteria tokens to specify condition in
query.
» Find attributes and values after criteria token
Map value for identified attribute and
corresponding table
» Replace synonyms with proper attribute names
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» Get intermediate form of Query
» Transform it into SQL

7. ADVANTAGES

The main advantage of NLP is that it relieves thedén of
learning syntax. It means there is no need to ldhg
database languages like SQL and no requirementny
special training before working with the NLP syst¢

8. CONCLUSIONS

Natural Language Processng can brirg powerful

enhancements to virtually any computer prograr interface.
This system is aurrently capabé of handling simple cueries
with standard pin corditions. Because not all forms of QL

queries ae suppated further devdopment would be

required before the system can be used within NLIDB.

Alternatives for integrating a database NLP component into

the NLIDB were casidered and assssc. The system
accept an English Language and translate it intt S®e

next aim of our research is to accommodate modengore
query. From this researcive can seen it is possible

translate a natural language query into ¢ We are also
adding Hindi thesaurus with this applical for better
understanding of user.
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