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Abstract

Mobile Ad Hoc network is an autonomous system of mobile nodes connected by wireless links forming a temporary network
without the aid of any centralized administration or infrastructure. Each node operates not only as an end system but also as a
router to forward packets. The nodes are free to move themselves into a network. These networks have no fixed topology due to
the high degree of node mobility. To accommodate the changing topology, special routing protocols are needed. The goal of the
routing protocol isto have an efficient route establishment between a pair of nodes, so that messages can be delivered in a timely
manner. Mobile Ad Hoc routing protocols are divided into Flat routing, Hierarchical routing, Geographical routing, Power
aware routing and Multicast routing. It is difficult to determine which protocols may perform well under a number of different
network scenarios. This paper provides an overview of geographical routing protocols proposed in the literature and

performance comparison of geographical routing protocols.

Index Terms: Mobile Ad Hoc Network, Geographical Routing protocols.
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1. INTRODUCTION

Mobile Ad Hoc network is self-organizing and dynami
[1,2,3]. Networks are formed on-the-fly, devices daave
and join the network during its lifetime. DevicesMobile
Ad Hoc network should be able to detect the presefiche
other devices and perform the necessary set-upcibtdite
communications and the sharing of data and servitesd
Hoc network consists of a set of mobile nodes #rat
connected by wireless links [1]. The network tomgidn
such a network may keep changing randomly. Routing
protocols that find a path to be followed by datchkets
from a source node to a destination node usedditional
wired networks cannot be directly applied in Molalg hoc
wireless networks due to their highly dynamic taumpl,
absence of established infrastructure for cengdliz
administration, bandwidth constrained wireless dinknd
resource constrained nodes. A variety of routingtgmols
for wireless networks have been proposed. Routimg i
Mobile Ad Hoc network can be classified accordimgy t
network structure as Flat routing, Hierarchical thogy,
Geographical routing, Power aware routing and Makt
routing.

This paper address the different geographical iocdiased
routing protocols in mobile ad hoc networks witheith
characteristics and complexity analysis. Since sode
mobile ad hoc network can move randomly, the togplo
may change arbitrarily and frequently at unprediea

times. Transmission and reception parameters mag al
impact the topology. So it is very difficult to finand
maintain an optimal route. The routing algorithmsinreact
quickly to topological changes.

In this paper, Section 2 briefly describes the irmutin
mobile ad hoc networks. Section 3 explains the gragcal
location based routing protocols such as DREAM, LAR
GLS (Grid), GPSAL and ZHLS. Section 4 presentsitasic
characteristics and complexity comparison of geolgjical
location based routing protocols. Section 5 focuses
summary of results and general factors of geogcaphi
location based routing protocols and Section 6 aastthe
conclusion.

2. ROUTING IN MOBILE AD HOC NETWROKS

Mobile Ad Hoc network with the collection of wirele
mobile nodes form a temporary network without tieb Gt
any stand-alone infrastructure or centralized adsmation
[3]. Mobile Ad Hoc networks are self-configuring tilthop
wireless networks with mobility of participating aes. The
structure of the network changes dynamically duehi
mobility of the nodes [5]. Nodes in these netwouktiize
the same random access wireless channel and ctivpera
multi hop forwarding. The nodes in the network anly act
as hosts but also as routers that route data to/fther
nodes in the network [6].
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There is no infrastructure support in this netwaidgting
procedure is always needed to find a path to faiwhe
packets appropriately between
destination. Hence each node is able to forward wabther
nodes. Additional problems are created along witk t
problems of dynamic topology due to the unpredietab
connectivity changes [7, 8].

There are several well-known protocols [9, 10] het
literature that have been specifically developeddpe with
the limitations imposed by mobile ad hoc networking
environments. The following sections briefly preséhne
different geographical location based routing perots in
Mobile Ad Hoc networks.

3. GEOGRAPHICAL ROUTING

Routing protocols in Mobile Ad Hoc networks can be
classified in many ways [11]. Most of them are sifisd
depending on routing strategy and network strucdti8e 5].
According to the routing strategy, the routing pomils can
be categorized as table-driven and source initjateule
depending on the network structure these are &kdsas
flat routing, hierarchical routing, geographicalcation
based routing, power aware routing and multicast
routing[12] shown in below Fig -1.

The goal of Geographical location-based routingqual is

to reach a specific host (as specified by an addvesther
identifier). However, as geographic routing is lthea the
coordinates, not the identifier, one can't direatbach the
intended target without knowing that intended taige
location. Thus, geographic routing must be augntenti¢h

a service that can translate identifiers into lmcet The
GPS system provides a scalable and elegant soltitis
problem. Geographical location-based protocols mike
possible to have larger networks without scalabilit
problems.

Geographical location-based routing algorghrase
position information for making packet forwarding
decisions. They do not need to exchange and maintai
routing information and work nearly stateless. Timakes
geographic routing attractive for wireless ad hod aensor
networks. Most geographic routing algorithms usgeedy
strategy that tries to approach the destinatioraoh step,
e.g. by selecting the neighbor closest to the daistin as a
next hop.

Geographic routing is a technique to deliver a mgsdo a
node in a network over multiple hops by means dfitigm
information. Routing decisions are not based orwost
addresses and routing tables; instead, messageasuiesl
towards a destination location. With knowledge bf t
neighbors’ location, each node can select the eyt
neighbor that is closer to the destination, and thdvance
towards the destination in each step. The fact tiedther
routing tables nor route discovery activities aerassary
makes geographic routing attractive for dynamiomoeks
such as wireless ad hoc and sensor networks. lh suc
networks, acquiring and maintaining routing infotioa is
costly as it involves additional message transmissithat
require energy and bandwidth and frequent updates i
mobile and dynamic scenarios. In contrast, there ar

the source and the

geographic routing algorithms that work nearlyedtzds and
can provide high message delivery rates under itybil

| Classification of routing protocols I

Flat Routing Hierarchical Geographical Power Aware Multicast
Routing Routing Routing Routing
Proactive Reactive
(Table-driven) (On-Demand)

Fig-1: Classification of Routing Protocols in MANETS

3.1 Geographic Routing Protocols

The Geographical routing protocols imply that thests
participating in the routing process should be awafrtheir
geographic positions. An advantage of geographitirrg
protocols is that they prevent network-wide seaschar
destinations. Control and data packets can be igettie
general direction of the destination if the recent
geographical coordinates are known. This reducesrao
overhead in the network. A disadvantage is thanhatles
must have access to their geographical coordiredtethe
time to make the geographical routing protocolduls@he
routing update must be done faster than the network
mobility rate to make the location-based routinfpetive.
This is because the nodes locations may changé&lguica
mobile ad hoc network.

There are two approaches to geographic mobile ad ho
networks 1. Actual geographic coordinates (as abthi
through GPS-the Global Positioning System). 2. Reilee
points in some fixed coordinate system.

3.1.1 DREAM (Distance Routing Effect Algorithm
for Mobility)

DREAM [13] is a proactive, multi-path, location-anga
routing protocol. DREAM makes use of the so-called
distance effect to regulate the frequency of topicial
updates. According to the distance effect, the tgrethe
distance between two nodes, the lower is theirtivela
mobility. DREAM also makes use of the mobility ratethe
nodes to regulate the frequency of location updattes
faster a node moves, the higher is the frequendgaaition
updates from that node. A node records the locatairall
its peer nodes in a location table. Using this tioca
information, a node forwards the data packet toetaod
neighbors that lie in the direction to the destovat If no
such neighbors could be selected, the data pazkiebpped.
The destination responds with an acknowledgmentK(AC
when it receives the data packet forwarded by &gdated
set of nodes. The ACK is forwarded to the sourcgenio a
fashion similar to that of the data packet. If Hwairce node
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fails to receive an ACK through a designated setanfes, it
floods the data packet. Once at least one patheegivhe
source and destination are learnt, the source cetdd
sending data packets using the learned paths,rabdfethe
shortest hop path. The routing metric in DREAM bagn
referred to as shortest hop path in [18]. HenceEBR

belongs to the class of protocols based on mininmgight
path based routing.

3.1.2 LAR (Location-Aided Routing)

Like DREAM, Location-Aided Routing (LAR) [14] is an
example of restricted directional flooding routipgptocols;
however, partial flooding is used in LAR for patisabvery
purpose. Hence, LAR proposes the use of position
information to enhance the route discovery phaseadtive
Ad-Hoc routing approaches. The expected zone iedfix
from the source based on the available positiocorinétion.

A request zone is defined as the set of nodessthaitild
forward the route discovery packet. The requestezon
typically includes the expected zone. Two requestez

schemes have been proposed. In Scheme 1 of LAR, a

rectangular geographic region will be selected whevdes
will forward the route discovery packet only if thare
within that specific region. In Scheme 2 of LARetkource
or an intermediate node will forward the messagealto
nodes that are closer to the destination tharf.it§glus, the
node that receives the route request message heidkcif it

is closer to the destination than the previousihep it will
retransmit the route request message; otherwigell idrop
the message. In order to find the shortest pathemetwork
level, instead of selecting a single node as thd hep,
several nodes will be selected for managing theterou
request message and each of them will put its tResd in
the header of the request packet. Therefore, theero
through which the route request message is pasgkeden
saved in the header of the message; message $izgrom
as it goes far from the source and the routing foeaa will
be increased.

3.1.3 GL S(Grid)

Grid [15] is a hierarchical location-aware routipgptocol.
The entire geographical area of the MANET is didideto
logical grids each of size d * d. Grids are idéedi using
the conventional (X, y) co-ordinate system, whibsts have
their own unique ids. Routing information is mained in a
grid-to-grid basis rather than the usual host-tethoanner.
Each grid has a gateway node that (i) forwards erout
discovery requests to neighboring grids (ii) progtag data
packets to neighboring grids and (iii) maintainautes
passing through the grids. Non-gateway nodes inicacp
not forward packets. Nodes near the centre of tit aje

preferred to be the gateway of the grid. Such @vgay-
election rule increases the probability of connaisti
between grids. Route discovery procedure is sintdathat
employed in Ad Hoc On-Demand Distance Vector rautin
protocol AODV, the exception being the gateway mode
forward the route discovery RREQ packets and roates
maintained on a grid-to-grid basis. When a gatewagte
moves into a neighboring grid, the route could bi# s
maintained by electing a new gateway node localithin/
the grid. The route discovery overhead is reducedtitally
and routes generally fail, only when the source or
destination moves out to a grid that is not thegimeoring
grid in the existing route. Hence, GRID could beuped
under the category of stability-based routing peots. The
grid size represents the trade-off between gricheotivity,
route optimality and stability.

3.1.4 GPSAL (GPS/Ant-Like Routing)

In GPSAL (GPS/Ant-Like Routing Algorithm)[16] an fan
agent has the responsibility of collecting and elissating
the information about the nodes’ position. The wafe
agents modeled on ants may follow different palihgact,
the more different paths they follow the more nodes
positions are disseminated. These software agerds a
implemented as a packet transmitted from node de nmtil
the destination node is reached and a responsnisback
to the mobile unit that has created it. The GPShjoiithm
does not use flooding even though it provides allema
overhead at higher speed.

3.1.5ZHLS(ZoneHybrid Link State)

The network is divided into zones. Each node isia&sl to
know its location and hence be able to map a giveation
to its corresponding zone id. Two zones are assuméx
connected if at least one node in one zone is ateddo a
node in the other zone. Routing within and in betweones
is based on shortest path routing. Hence, ZHLS hEdngs
to the category of routing protocols based on mimm
weight path based routing.

4. COMPARISION OF GEOGRAPHICAL
LOCATION BASED ROUTING PROTOCOLS

This section briefs all geographical location basedting
protocols and lists the comparisons of basic cheriatics
and complexity of all of them. Below Table 4.1 pider the
basic characteristics of geographical location daseiting
protocols. From this table we can understand thsicba
characteristics features of all the five geograghiocation
based routing protocols.
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Table 4.1: Comparison of Basic characteristics of GeograpHharzition based routing protocols.

Protocol Routing | Number of Frequency of updates Hello | Characteristic feature
Structure | routing tables Message
DREAM Flat One Mobility based No Controlled rateugfdates by mobility and distance
LAR Flat Route Cache| Mobility based No Shorteshpaute metric method is used. Multiple
routes are available in route reconfiguration
strategy, it erase route after source notification.
GLS(Grid) | Flat Two Mobility/Squares Yes Queries success rate is less because queriasta
based retransmitted, Success on the first try.
GPSAL Flat Multiple Mobility/Squares No Shortest path route metric method is used. uitero
based reconfiguration strategy it use alternate route or
back track until a route is found.

Below Table 4.2 provide the complexity comparisdngeographical location based routing protocols; te performance
metrics represent the worst case scenario for eading protocol. From this table we can know therage time complexity,
memory overhead and control overhead of the fivaggphical locations based routing protocols.

Table 4.2: Comparisons of Complexities of Geographical logabased routing protocols.

Protocol Convergence | Memory Control Advantages/Disadvantages
Time Overhead | Overhead
(Mo) (Co)

DREAM O(N, I) O(N) O(N) Low Co and Mo/requires a GP

LAR 0(2S) 0(2S) Oo(2Mm) Localized route discovery/Bd®on source routing, flooding is used if ho
location information is available.

GLS(Grid) | O(LogN) O(2N) O(2N) Route discovery to be done by udiocation update packet and GLS
query packet fieldsare must be taken not to consume too much
bandwidth with the updates and split the grid iff beach level rather
than in fourth, so the network must recruit onlygld location servers.

GPSAL O(D+P) O(N+R) O(A) Low overhead, small cahtpacket sizélooding based route discovery
process.

. a
ZHLS Intra - O(1) O()+O(D) | O(N/M) Reduction of SPF (Single Point of Failure), low §atic zone map
Inter : O(D) required.

In DREAM, N is the number of nodes in the netwonk a
indicate the fixed number of table updates requifed

transmission.

In GPSAL, D indicates the diameter of the netwdtks the
diameter of the directed path of the RREP(RequesthR
Packet), N is the number of nodes in the netwouk Aris

the number of affected nodes.

In LAR, S is the diameter of the nodes in the lzeal

region and M indicates the number of nodes in tivallzed

region.

In GLS(Grid), N indicates the number of nodes ire th

network.

In ZHLS, O(l) represents the order of periodic upda
interval in Intra Zone, O(D) represents the ordieperiodic
update interval in Inter Zone, O(N/M)a represente t
number of zones or clusters in the network wheig the
fixed number of updates sent at a fixed interval.
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5. PERFORMANCE METRICSAND ANALYSIS

In summary, flat routing protocols do not scale Iwel
because their updating procedure consumes a sigmifi
amount of network bandwidth. DREAM routing protocol
has scalability potential since it has significamduced the
amount of overhead transmitted through the netwuayk
exchanging the location information. The hierarahic
routing protocols will scale better over flat rovgj because
they introduce a structure to the network that istthe
amount of overhead transmitted through the netwdhe
common advantage associated with hierarchical potgds
mobility management. All proactive routing protosdiave
the same routing cost while considering the womrssec
scenario because they follow similar route discpvand
maintenance procedure. LAR has the same cost as the
traditional flooding algorithm in the worst caseesario.
GLS, GPSAL and ZHLS protocols have the potential to
provide higher scalability than pure reactive opamtive
protocols because they attempt to minimize the rarnab
rebroadcasting nodes by defining a structure wiaibbws
the nodes to work together in better organizingingu The
general factors of geographical location based imgut
protocols are illustrated in Table 5.1. The belovapis
represents the comparisons of performance metkeslhta
packet delivery ratio, end to end delay, controckea
overhead and total packet transmission for all five
geographical location based routing protocols.

700 +
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Chart -1: Data packet delivery ratio vs. speed

In DREAM protocol data messages are considered two
orders of magnitude larger than control messagestefore
data packets transmission is longer. The rateapfmission

of each node is considered uniform all over thevost. In
LAR the number of routing packets and data pacietsin

an average speed. This is calculated as the rhtmirmaber

of routing packets and number of data packets vedeby
the destination. These are constantly lower for LAR
compared to flooding. As the speed of mobile hasts
increased the number of routing packets beginaiccease
for all routing protocols. In LAR the number of teu
requests is reduced by limiting route discoveratemaller
request zone. In GLS (Grid) the data traffic isgyated by a
number of constant bit rate connections equal 16 the
number of nodes. No node is a source in more then o
connection and no node is a destination in mora theee
connections. Most of the data packets that grids feo
deliver are due to GLS query failure. These packetger

leave the source. Once Grid finds a location oéstidation,
data losses are unlikely since geographic forwardidapts
well to the motion of intermediate nodes. Grid dedetter
job over a large number of nodes, especially fogda
network. GPSAL converges the number of iteratiamds the
number of ants decreases. The traffic increaseshas
number of data packets between hosts increasesiaad
versa. In ZHLS, it successfully performs delivergckets
from source to destination, higher this value gitressbetter
results. It provides an expected data route lerigtimber of
hops remains same in both cases of normal floodimg
gateway flooding.

1.2 7
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E ] \“_*—M
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oo
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< 0 T T . . . . . ZHLS
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Chart -2: End-to-end Delay vs. speed

In DREAM the average end-to end delay of a dat&gtais
obtained as speed increases. It is calculated frafirst
data packet to arrive at the destination. It haghédmst
average end to end delay at speeds less than al ®qli0
m/s. at low speed it is accurate, due to contentad
congestion in the network the data packet doeseamth its
intended destination. So it uses the recovery phaee In
LAR it only needs to do route discovery once abzgpeed.

It has a chance of sending data packets withoutett@very
procedure at zero speed. As speed increases nouests
are needed thus slight increase in end-to-end delay
compared to others, since LAR is able to use lonati
information to focus its search for a route to atihation.
LAR spends little time on route discovery at lovesgds and

at high speeds it spends time on route discoveny. |
GLS(Grid) end-to-end delay occurs because Grids fal
deliver due to GLS query failures. These packetgene
leave the source. Once Grid finds the location of a
destination, data losses are unlikely and geogcaphi
forwarding adapts well to the motion of intermediabdes.
Grid does a better job over the whole range of remdf
nodes, especially for large networks. In GPSAL,-tmdnd
delays can be introduced while multiple nodes in a
neighborhood attempt to transmit simultaneously.e Th
traffic increases as the number of data packetwemst
nodes also increases. In ZHLS there are possibieysie
caused by buffering during route discovery laterqguing

at the interface queue, retransmission delays etMAC,
propagation and transfer times. The average ermihdo-
delay is an average delay of data packets. Itss ahused
by queuing for transmission at the node and buffedata
for detouring. The lower the end-to-end delay tbédy the
application performance. Delay is less in gateviayding.
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Chart -3: Control packet overhead vs. speed

The control packet overhead increses with inrease i
mobilty as higher speed of nodes leads to moreféiikres
which results in more route discoveries, thus isesethe
routing overhead. Control packets contain extrae®yio
store hashes and intermediate node addressesEAMMR
transmits many small control packets in its excleang
location information. Since DREAM returns an ACKr fo
each data packet that is delivered from the forimgrdone,
DREAM has the highest control packet overhead at lo
speeds. In LAR the route request is forwardedhallway to
the destination before a response occur, thus LAR the
potential of transmitting more control packets. €oh
packet overhead of LAR increses substantially asedp
increses since more route error and route requekieps are
transmited at higher speeds. In GLS(Grid), HELLQ,SG
update and GLS query and reply packets are comsider
Grid produces less overhead for large networks.o&tnhalf

of the route reply and cache reply messages appdddue
to congestion which causes more route requests theo
network. Control overhead is considered intermpanfkets
ratherthan bytes because medium acquisition ovdrhea
dominates actual packet transmission for the spadkets
used by Grid. In GPSAL overhead is present becafise
table exchanges and the introduction of ants. #ilds are
sent through broadcast. The value of tables seansmthe
amount of all routing information sent by all hostsere as
tables received means the amount of routing inftiona
received. As expected the overhead is greater \@henare
introduced.In ZHLS , it floods ZonelLSPs only to the
gateway nodes of zones thus reduce the communicatio
overhead significantly. In ZHLS, only the gatewagdes
store ZoneLSPs and construct inter zone routindesab
therefore the total storage capacity required itwaek is
less than ZHLS. In ZHLS a gateway flooding scheras h
been proposed to reduce the number of control packe

120 -
g
E 100 o Fy
E 80 % —+—DREAM
E 60 - —=—LAR
v
g 40 GLS(Grid)
§ 20 | m—m—s—s—"""  _ GpsaL
E o ——————
8 ZHLS

1 2 3 4 5 6

Average Speed(m/s)

Chart -4: Total packets transmitted vs. speed

In DREAM always more than 80% of the data messages
delivered have reached their final destination wuith
restoring to a recovery procedure. Data packetsfiese
flooded in the forwarding zone and then possibtpded in
the entire network. In this protocol recovery prae is
called very less. As the speed increases, DREAMaiasn
constant due to the flooding behavior.LAR unicst tlata
packets. It has slightly higher data load for edata packet
delivered at higher speeds. In LAR, while a nodevésds a
route request, it broadcasts the requests tosatigighbours
with a samller transmission range. Number of neiginb
for each node decreases. This factor decreasg@sdhablity
of a route discovery within the timeout intervalings the
initial route request zone. Because of this redsadR do
not perform too well when transmission range is lsma
Since LAR is based on restricted flooding the amoafn
packets increases exponentialy as the number afucamnt
data packets are being routed. In GLS(Grid), tptdkets
transmitted are considered by generating a number o
constant bit rate connections equal to half the bmmof
nodes. No node is a source in more than one ctioneand
no node is a destination in more than three coiomest
Connections are inititaed at random times. As theed
increases the total packets transmitted also isesealn
GPSAL the total amount of packtes present are doatéhe
same time. GPSAL considers all traffic as packets(alata
packets and table exchanges) of all nodes, evemdtes
that did not participate in the data packet detijvén ZHLS
the total packets transmitted is the ratio betwbermumber
of packets sent by the source node and the number o
packets received by the destination node. ZHLSetseb in
terms of packet delivery ratio.

Table- 5.1: General Factors of Geographical location basedngutrotocols.

Routing Class

Reactive / Proactive

Routing Structure

Flat / Hierarchical

Availability of route

Determined when needed

Volume:02 Issue:ll | Nov -2013, Available @ http://www.ijret.org

584



IJRET: International Journal of Research in Engineering and Technology

el SSN: 2319-1163 | pl SSN: 2321-7308

Control traffic volume

Lower than global routingdafurther improved using GPS

Periodic updates

Not required but some nodes ntayre

Handling effects of mobility Yes

Storage requirements

Depends on the number ofsde or required

Delay level Higher

Scalability level

Source routing protocols up twfeundred nodes. Point-to-point
may scale higher. Also depends on the level ofi¢crahd the
levels of multihopping.

5.1 Resear ch issues and challenges

This paper shows that there are many approachesrfiorm
location-based packet forwarding using geographical
location based routing protocols. However, theiteestist a
number of issues and problems that need to be ssktian
future research. One of the geographical locatiased
routing protocol LAR make it possible to have large
networks without scalability problems but they alsffer
attackers new opportunities specially that mosttquals
broadcast location information clearly allowing ang
within range to receive. Hence, node position camlkered,
making other nodes believe that it is in a diffeérpasition.
This may make nodes believe that the attackereiclihsest
node to the destination and choose it as the negt h
Consequently, this attacker will be able to alterdoop
packets. Thus, it is worth that more intensive woak be
done to secure geographical location-based routing
protocols to be able to defend against severatlataot
only from malicious nodes, but also from the connpised
ones. Finally, a mobile ad hoc network may consist
hundreds or even thousands of nodes. Security merhga
should be scalable to handle such a large netwWaiRs

6. CONCLUSION

In this paper, the classification of routing acéogd to
network structure and geographical protocols aseutised

in detail. The basic characteristics and complexity
comparison of Geographical location based routing
protocols are represented in tables 4.1 and 4.geweral
comparison of geographical location based routitaggeols

is represented in Table 5.1. In this paper an effas been
made to concentrate on the comparison of DREAM, LAR
GLS(GRID), GPSAL AND ZHLS location based routing
protocols.

In DREAM routing protocol node only exchange looati
information rather than complete link state or aliste
vector information. In LAR routing protocol whiclsa uses

a GPS, the route request packets propagate inetiigest
zone only. Here inter zone routing is also possillleZHLS
routing protocol which lead to the gateway nodesréate
discovery process. Inter zone route discovery, @ack

collaborate between nodes can help in maintaintging
information longer time. But a single routing prood
cannot perform best in all situations, so the ohaoitrouting
protocol should be done carefully according to the
requirements of a specific application. The futtgeearch
work is to propose an extension of the existingggaphical
location based routing protocol which will be beiteterms

of security issues.
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