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Abstract
In this paper, a FPGA implementation of linear tib@PC encoder is presented. This encoder implentientaan handle large size
of input message. Linear Time encoder hardware itecture reduces the Complexity and area of encaldan generator matrix
based encoder techniques. This encoder is simutatatifferent platform which includes Matlab & Hidgwvel languages for 1/2 rate
& up to 4096 code length. FPGA implementation eféhcoder is done on Xilinx Spartan 3E Starter Kiite result shows the speed

& area comparison for different FPGA platform.
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1. INTRODUCTION

As their name suggests, LDPC codes are block cudilis
parity-check matrices that contain only a very $mamber of
non-zero entries proposed by Gallager in 1962 g has
gained popularity due to their capacity-approachargor
correcting performance [2].

In LDPC codes sparseness of H guarantees both alidegc
complexity and minimum distance which increasesyonl
linearly with the code length, however, findingpmasse parity-
check matrix for an existing code is not practidaistead
LDPC codes are designed by constructing a spargg/-pa
check matrix first and then determining a generatatrix for
the code afterwards.

In order to reduce encoding complexity, LDPC couéth
dual diagonal structure is adopted by the latest-generation
wireless LAN standard, IEEE 802.11n [3]. The LDPC
encoding algorithm used is near-linear time profddse[4] &
[5].An LDPC code parity-check matrix is calle@vc,wr)-
regular if each code bit is contained in a fixed number, ofc
parity checks and each parity-check equation costaifixed
number, wr, of code bits. An efficient encodingalthm [6]

is used to reduce the encoding complexity.

In this paper we have implemented the low compyexit
Encoder algorithm on hardware platform on Xilinxagan 3E
FPGA & simulated using Matlab 2012, Modelsim & aeo
The Synthesis results shows the area & speed cisopawn
different FPGA platform. The encoded codeword isodied
using belief propagation algorithm [7] & results arerified
using Matlab program.

2. LDPC CONSTRUCTION

The construction of binary LDPC codes involves gEsig a
small number of the values in an all-zero matrixb&1 so
that the rows and columns have the required degree
distribution.

The original LDPC codes presented by Gallager egelar
and defined by a banded structure in H. The rows of
Gallager's parity-check matrices are divided intc sets
with M/wc rows in each set. The first set of rovesmitains wr
consecutive ones ordered from left to right acrtise
columns. (i.e. for € M/wc, the i-th row has non zero entries
in the ((i — 1)K + 1)-th to i-th columns). Everyhar set of
rows is a randomly chosen column permutation o finst
set. Consequently every column of H has a ‘1’ entrge in
every one of the wc sets. Since LDPC codes aren ofte
constructed pseudo-randomly we often talk abous#tqor
ensemble) of all possible codes with certain pataragfor
example a certain degree distribution) rather thhaut a
particular choice of parity-check matrix with those
parameters. LDPC codes are often represented phiged
form by a Tanner graph.

The Tanner graph as shows in figure-1, consistsvofsets
of vertices: n vertices for the code word bits Izl bit
nodes), and m vertices for the parity-check equatigalled
check nodes). An edge joins a bit node to a chede rif
that bit is included in the corresponding paritgck
equation and so the number of edges in the Tamaghgs
equal to the number of ones in the parity-checkimat
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Fig 1: The Tanner graph representation of the paritycklze
6-cycle is shown in bold.

A cycle in a Tanner graph is a sequence of connected
vertices which start and end at the same vertéRargraph,
and which contain other vertices no more than oiite
length of a cycle is the number of edges it costaamd the
girth of a graph is the size of its smallest cycle. Thackéy
Neal construction method for LDPC codes can be tadao
avoid cycles of length 4, called 4-cycles, by cliegkeach
pair of columns in H to see if they overlap in tplaces.
The construction of 4-cycle free codes using thethad is
given in Algorithm 1. Input is the code length ate r, and
column and row degree distributions v and h. Thetorey is
a length n vector which contains an entry i forreaclumn
in H of weight i and the vectdy is a length m vector which
contains an entry i for each row in H of weight i.

Algorithm 1: H Matrix Generation

Procedure

MNCONSTRUCTION (n, r, v, hxRequired length, rate
and degree distributions

H = all zero n(1 - r) x n matrix < Initialization

o=];

for i =1 : max(v)do

for j=1:vixndo

o= [a, i]

end for

end for

p=1l

for i =1 : max(h)do

for j=1: hi x mdo

B=[B1]

end for

end for

fori=1:ndo

¢ = random subset @ of sizeai
forj=1:0ido
H(cj,i)=1

end for

a=oa—C

end for

repeat
fori=1:n-1do
forj=i+1:ndo
if |H(:, i)

S

< Construction

< Remove 4-cycles

H(:, j)| > 1then

permute the entries in the j-th column
end if

end for

end for

until cycles removed

end procedure

3. ENCODING USING GENERATOR MATRIX

For a linear block code, the sum of any two codedseoesults
in another code word. LDPC code construction is disne in
similar way of linear block code. From a given pagheck
matrix, H, a generator matrix, G is derived. Data,= m,
m,.....m, is encoded by multiplying it with the generator
matrix, ¢ = mG where m is a string of informatioitsblt has
to be noted that putting H in systematic form, #=[Iy], no
longer has fixed column or row weights and P ig/\iely to

be dense. The denseness of P determines the encoder

computational complexity. A dense generator mateguires
a large number of operations when doing the matrix
multiplication with the data to be sent. The enogdi
complexity could be reduced for some codes by ypatieck
matrix pre-processing. An efficient encoding tecjug has
been developed to reduce the encoding complexity by
rearranging the parity check matrix before encodiipe
encoding complexity also depends on the structfitieeocode

The construction of LDPC codes is categorized nyainto
two: Random constructions and structured constnsti The
type of construction is determined by the connectibetween
check nodes and variable nodes in Tanner grapih &pe of
constructions has their advantages over the ofRandom
constructions refer to the unstructured row-column
connections in the parity check matrix with no mfeked
pattern. Random codes have better performance acechpa
structured codes in case of long codes. They ad imscases
we want to increase the girth or rate of a givee.sBut longer
length random LDPC codes require large memory geoia
practical implementation which affects the compotal
efficiency of the code. The uncertainty of guarairtg an
asymptotically optimum performance in random carcdtons
leads to the use of structured construction of LDd&vdes.
Structured construction method put constraints ow F
column connections to get a desired or predefirthection
pattern that is easier to implement in hardware.

3.1 LDPC Encoding Example

0101100
H= 11100100

0010011

1001101
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The H,,,, parity checkmatrix defines a rat®=K/N,
(N, K) code where K=N-M.

Code word is said to be valid if it satisfies thgndrome
calculation:

z=cH" =0

We can generate the code word in by multiplying sagem
with generator matrix

c=mG

We can obtain the generator matiix from parity check
matrix H by:

1. Arranging the parity check matrix in systematicnfior
using row and column operations

HSyS:l|M|PMxKJ

1 00101
Hy,=(0 10111

001011

2. Rearranging the systematic parity check matrix

G=[Rlull].

110100
G={011010

111001

3. We can verify our results a&.H™ =0

4. LINEAR-TIME ENCODING FOR LDPC CODES

Instead of finding a generator matrix for H, anR®O code
can be encoded using the parity-check matrix direby
transforming it into upper triangular form and ugiback
substitution. The idea is to do as much of thesfiemmation as
possible using only row and column permutationsasoto
keep as much of H as possible sparse.

Firstly, using only row and column permutationse tharity-
check matrix is put intapproximate lower triangular form

|_t|: ABT
CDE

Where the matrix T is a lower triangular matrixaftts T has
ones on the diagonal from left to right and allriexst above the
diagonal zero) of size

(m-g)x(m-g)
If H, is full rank the matrix B is size
m-gxg
And A is size
m-gxk

The g rows of H left in C, D, and E are called ¢fap of the
approximate representation and the smaller g theerddhe
encoding complexity for the LDPC code.

Step 1

Instead of putting H into reduced row-echelon foxe put it
into approximate lower triangular form using onkyw and
column swaps. For this H we swap the 2-nd and @ and
6-th and 10-th columns to obtain:

Ht:
110110010
000101011
011010100
110000101
001001010

With a gap of two

Once in upper triangular format, Gauss-Jordan aktion is
applied to clear E which is equivalent to multiplyiH by

lmg O
ETY 4 ’
To give
hg O ABT
F= | -ET" | H= |CDoO

where

C=-ET'A+C
And

D =-ET'B+D
From Step 1
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Step 2
100
T!= 110
001
And
| 0 10000
Ef L |= | 0L1o00
g 00100 |,
11110
10101
To give
1101100100
00010L0fL10
H= 0110101po01
01100ﬁ0B00
1001011po0Q

When applying Gausderdan elimination to clezE only C
and D are affected, the rest of the paditgck matrix remain
sparse. Finally, to encode using H tioele wori
c=[clc2,...,cn]
Is divided into three parts,
¢ =[u, p1, p2],
Where
u=[ul, u2,...,uk]
Is the k-bit message
pl=[pll,pl2,... 9],
Holds the first g parity bits and
P2=[P2Z, P2, ..., P2yl
Holds the remaining parity bits
The code word
c=[u p pl
Must satisfy the parity-check equatiori ¢ H0 and s

Au+Bpl+Tp2=0, (1)
And

Cu +Dpl+0p2=0. -2

Since Ehas been cleared, the parity bits in p1 depend am
the messageits, and so can be calculated independent!
the parity bits in p If D is invertible, p1 can be found from
Equation (2)

pl=D4C. (3
If D is not invertible the columns H can be permuted until it
is. By keeping gas small as possible the added comple
burden of the matrix multiplicatic in Equation (3), which is
(92), is kept low.Once | is known p can be found from
Equation (1)

p2 = -T-1(Au +Bpl), - (4)

Where the sparsenessAf B and T can be employed to keep
the complexity of this operation low and, aT is upper
triangular, p can be found using ba substitution.

From Step 2ve partition the length 10 codeword ccl, c2, .
.., cl0] as ¢ = [u, p}2] where pl1 =c6, c7] and p2 = [c8,
¢9, c10]. The parity bite p1 are calculate from the message
using Equation 3

Step 3
1
1
s [1@ [01100] :[1o]
pi=D"C=+ 1 10010
1

As T is uppettriangular the bits in, can then be calculated
using back substitution

P21=U O KLY WY L=1910 00 1=1
P2 =uw Opl; Up2;=00 1T 1 =0

P2%= 1Y i U Y pl=1D 00 10 0=0

and the code wordis¢(#10011010)

Again column permutations were used to obiH; from H
and so either | or H with the same column permutati
applied, will be used at ttdecoder.

5.ENCODER DESIGN & IMPLEMENTATION

Hardware implementation of Encoder is e on Xilinx
Spartan 3E FPGA startkit. Figure 2 shows the flow diagra
for encoder implementation. We have implementedthate
encoder for different matrix size 4X8, 16X32, 32X64X128
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on FPGA.We have used the Xilinx Vivado high level
synthesis tool for design of FPGA based encodeis 1ol
supports the High level synthesis feature, usiigfdature we
have done synthesis of our high level program. Eheoder
design is synthesized on different FPGA & resulte a
compared in terms of area & speed.

Parity Check
Matrix H

\;

Perform Row &
column swapping

J

Check H for
lower
Triangular

Apply Gauss-Jordan
to clear E

y

No

If E matrix
clear

\l/ Yes

New H matrix

Fig-2 Encoder Implementation flow

6. IMPLEMENTATION RESULTS

We have simulated the Idpc encoder & log domainodec
algorithm in Matlab & results are verified both simulation

& implementation. Figure-4 showdatlab simulation results.
We have implemented linear-time Encoder for LDP@es
This algorithm isimplemented on Xilinx Spartan 3E board
using ISE 13.1 & Xilinx High Level synthesis vivaddLS
tool.

The synthesis results for Spartan 3E FPGA are shiown
Figure 3.

Device Utization Summary (estimated values) ‘ B

Logic Utifization Used Available Utilization
Number of Slices 1506 4636 3%
Humber of Slice Flip Flaps 2140 9312 22%

Nurnber of 4 input LUTs 2127 9312 0%
Nurber of bonded 108s 0 232 0%
Humber of BRAMs 6 0 0%

Number of MULT18X18510s 9 0 45%

Fig -3 Device Utilization for Spartan 3E FPGA

Table-1 Comparison of Area & speed

Selected Device Number of Slice Clock
Registers Frequency
3s500efg320-4 | 1506 (out of 4656 71.782MHz
6slx4tqg144-3 2321 (out of 4800 ) 117.427MHz
7a30tcsg324-3 | 1918 ( out of 42000) 187.337MHz

Encoder performance is verified on different FPQatform
table 1 shows the comparison of area & speed, frantable
it is clear that Xilinx 7a30tcsg device Supports

Faster design speed.

-} |LDPC Code decoding [i=1e3)

Encoding & decoding of LDPC codes

SIZE MXN: | 32 64

InpulMamage:| 11111000111008111111111100000111 ‘

Encoded message: |s411000441994114100000fi1
Recieved Codeword (1.6 0.0710.23 4.1 1.5 2.3 1.8 1 1 1.5 1212 0.038 71.5;
L

Decoded codeword: [[101000004100001110101011) Decoded message: [ H10G0110:0051:1]
el ~ I L |

Decoded codeword

Fig-4 Result of Encoding & Decoding in Matlab simulation

CONCLUSIONS

We have implemented the linear time encoder in kitiun &
synthesis is done using Xilinx Tool. Xilinx Spartak starter
board is used for hardware implementation. The rityo
accepts the inputs as a input Message, H-matrig g€iz
generates the Encoded codeword as a output.

This algorithm we have simulated on various platfor
including Matlab, C code, ISE13.2 & Modelsim .Buiid the
Encoded codeword using Generator matrix is comtgitéor
large size of parity check matrix .This Linear Tiraecoder
algorithm provides an alternative for generatorriratreation
& suitable for large parity check matrix .We haveslated &
implemented LDPC encoder algorithm for smaller adl a&s
larger codeword.
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