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Abstract

Sentiment analysis is a machine learning approackiich machines analyze and classify the humasn$iraents, emotions,
opinions etc about some topic which are expressate form of either text or speech. The textuah devailable in the web is
increasing day by day. In order to enhance thessalfea product and to improve the customer satigfac most of the on-line
shopping sites provide the opportunity to custonterarite reviews about products. These reviewslarge in number and to
mine the overall sentiment or opinion polarity frath of them, sentiment analysis can be used. Maanalysis of such large
number of reviews is practically impossible. Therefautomated approach of a machine has significala in solving this hard
problem. The major challenge of the area of Senttraealysis and Opinion mining lies in identifyitige emotions expressed in
these texts. This literature survey is done tostilnd sentiment analysis problem in-depth and toilfarize with other works

done on the subject.

Index Terms: Sentiment Analysis, Opinion Mining, Cross DomantBnent Analysis

1. INTRODUCTION

Sentiment analysis and opinion mining are subfietds
machine learning. They are very important in therent
scenario because, lots of user opinionated tegtsiaailable
in the web now. This is a hard problem to be solvedause
natural language is highly unstructured in natufée
interpretation of the meaning of a particular seogeby a
machine is tiresome. But the usefulness of theirsent
analysis is increasing day by day. Machines musibde
reliable and efficient in its ability to interprabd understand
human emotions and feelings. Sentiment analysis and
opinion mining are approaches to implement the same

The sentiment analysis problem can be solved to a
satisfactory level by manual training. But a fulytomated
system for sentiment analysis which needs no manual
intervention has not been introduced yet. This &inmy
because of the challenges in this field. This papes at a
literature survey on the problem of sentiment asialynd
opinion mining. Many relevant studies have emerigeithis

field and this paper is a peep into some of them.

2. DIFFERENT LEVELSOF SENTIMENT
ANALYSIS

2.1. Document level sentiment analysis

The basic information unit is a single document of
opinionated text. In this document level classifma, a
single review about a single topic is consideredt iB the
case of forums or blogs, comparative sentencesappgar.
Customers may compare one product with anotherhiaat
similar characteristics and hence document levalyais is
not desirable in forums and blogs. The challengehia
document level classification is that all the san&ein a

document may not be relevant in expressing thei@apin
about an entity. Therefore subjectivity/objectivity
classification is very important in this type ofssification.
The irrelevant sentences must be eliminated from th
processing works.

Both supervised and unsupervised learning methadsbe
used for the document level classification. Any esused
learning algorithm like naive Bayesian, Support tdec
Machine, can be used to train the system. Foritrgiand
testing data, the reviewer rating (in the form eb %tars),
can be used. The features that can be used fandichine
learning are term frequency, adjectives from Papeech
tagging, Opinion words and phrases, negations,
dependencies etc. Labeling the polarities of theudwent
manually is time consuming and hence the user gatin
available can be made use of. The unsuperviseditgacan

be done by extracting the opinion words inside eudent.
The point-wise mutual information can be made uséo
find the semantics of the extracted words. Thus the
document level sentiment classification has its own
advantages and disadvantages. Advantage is thgetven
overall polarity of opinion text about a particuktity from

a document. Disadvantage is that the different emst
about different features of an entity could noteb#racted
separately.

2.2. Sentence level sentiment analysis

In the sentence level sentiment analysis, the jpplaf each
sentence is calculated. The same document
classification methods can be applied to the seetdevel
classification problem. Objective and subjectiveiteaces
must be found out. The subjective sentences confaimon
words which help in determining the sentiment abitugt
entity. After which the polarity classification w@one into
positive and negative classes. In case of simpieerees, a

level
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single sentence bears a single opinion about dty.eBut
there will be complex sentences also in the opiied text.

In such cases, sentence level sentiment classificé not
desirable. Knowing that a sentence is positiveewative is

of lesser use than knowing the polarity of a paléc
feature of a product. The advantage of sentencel lev
analysis lies in the subjectivity/ objectivity ckification.
The traditional algorithms can be used for thentraj
processes.

2.3. Phrase leve sentiment analysis

The phrase level sentiment classification is a moare
pinpointed approach to opinion mining. The phrades
contain opinion words are found out and a phraselle
classification is done. This can be advantageous or
disadvantageous. In some cases, the exact opibiut an
entity can be correctly extracted.

But in some other cases, where contextual polaisp
matters, the result may not be fully accurate. Negaof
words can occur locally. In such cases, this legél
sentiment analysis suffices. But if there are sergs with
negating words which are far apart from the opiniords,
phrase level analysis is not desirable. Also loagge
dependencies are not considered here. The wortagheaar
very near to each other are considered to be hrasp.

3. SUBJECTIVITY/ OBJECTIVITY
CLASSIFICATION

Subjectivity/Objectivity classification is a chalige that
should be addressed along with sentiment analystsigm.
The text pieces may or may not contain useful apigior
comments. The subjective sentences are the reléex=ist,
and the objective sentences are the irrelevans.t&a we
must sort out the sentences that are useful fandsthose
which are not. The subjective sentences are thersesces
having useful information for the sentiment anadyssuch
classification is termed as subjectivity classifica. Some
works have been done focusing on this particulablem.

In [1], the authors present a method of subjegtivit
identification for sentiment analysis. This is inngzmt
because the irrelevant data from the reviews cdagd
eliminated. This eliminates the processing overheafda
large amount of textual data. The method they pseps
using minimum cuts to produce subjective extraaisfthe
text. The work has been focused in the sentencel lev
subjectivity extraction.

A classification approach using Naive Bayesiaassifier
is used in [2]. They present the results of develpp
subjectivity classifiers using un-annotated textstfaining.
In this work of learning Subjective and Objectientences,
the method automatically generates training datas Ts
done by a Rule-based approach. The rule-basedcsivbje
classifier classifies a sentence as subjectivechmtains two
or more strong subjective clues. In contrast, thle-based
objective classifier looks for the absence of clués

classifies a sentence as objective if there arestnong
subjective clues in the current sentence, theat most one
strong subjective clue in the previous and nexitesere
combined, and at most 2 weak subjective clues & th
current, previous, and next sentence combined ifiass
They use Subjective Precision, Subjective Recalbj&tive

F measure, Objective Precision, Objective Recaltd an
Objective F measure for the evaluation. They also
implement a self training procedure for the system.

4. MAJOR CHALLENGES
SENTIMENT ANALYSIS

There are several challenges that are to be faced t
implement sentiment analysis. Some of them aredist
below.

INVOLVED IN

4.1. Named Entity Extraction

Named entities are definite noun phrases that réder
specific types of individuals, such as organizatjqrersons,
dates, and so on. The goal of named entity extnads to
identify all textual mentions of the named entitiesa text
piece. Named entity recognition is a task that &l wuited
to the type of classifier-based approach like seert
analysis. Consider the following example,

EXAMPLE 1: (i) The Canon Power Shot is a great aame
for beginners. (ii) It is easy to use and it is weyood
quality. (iii) The graphics are great and it takds picture
quickly. (iv) It has a wonderful face identificatideature
which makes the picture even better than it wasrbefv)
After you take the picture you can also do a ree@ ey
correction! (vi) Audio is pretty good but the HDaliy is
less than desirable.

Here the mention about the brand of camera, 'Cdmmer
shot’ is a named entity. For effective sentimenalgsis
such mentions should be sorted out.

4.2. Information Extraction

Information comes in many shapes and sizes.
complexity of natural language can make it veryidift to
access the information in the opinion text.

The

The tools in NLP are still not fully capable to lbugeneral-
purpose representations of meaning from unrestrittet.
Regarding information available, one important foim
structured data, where there is a regular and gide
organization of entities and relationships. Anothier
unstructured data which can be found in the Intem&rge
volume. Information Extraction has many applicasion
including business intelligence, media analysistiseent
detection, patent search, and email scanning. la th
sentiment analysis application, the informatiort ilsato be
extracted are the opinions and the correspondirgripo
values.

4.3. Sentiment Deter mination
The sentiment determination is a task that assigns
sentiment polarity to a word, a sentence or a decunA
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traditional way for sentiment polarity assignmesittd use
the sentiment lexicon. The adjectives of a sentaneajiven
importance in opinion mining because they have more
probability to carry information while sentiment adysis
problem is considered. The presence of any of thelsvin

the opinion lexicon can be helpful while findingeth
sentiment polarity. There are approaches like ahietiy
based approach and Corpus based approaches tapufie
opinion lexicon.

4.4. Co-reference Resolution

Co-reference resolution is to be done in aspectllend
entity level. In the case of opinionated text, wan csee
comparative texts. These comparative texts mayatoib-
references. These references must be effectivebhwed for
producing correct results. For example, considee th
following opinionated text,

EXAMPLE 2: Comparing Nikon’s Coolpix to its main
competitor the Canon, it takes excellent photos ianglite
compact

Here two named entities are mentioned and theyNédwen
and Canon. The pronoun 'it’ in the text refers Kikon's
Coolpix’. When the co-referring words are not fouoat,
effective sentiment analysis cannot be carried diite
importance of co-reference resolution lies in thet that it
helps in providing more information in the Infornoat
retrieval tasks. There are several anaphora résoltactors
that help in the task. Constraints and preferenaes
considered while carrying out this task. The scopehe
resolution task is also to be defined. The scope lza a
sentences, nearby sentences or a document etccd-he
reference resolution is important to the sentimemtlysis
problem and very complex task in itself. The resofu
problem itself is not solved yet in NLP.

4.5. Relation Extraction

Relation extraction is the task of finding the sgtic
relation between words in a sentence. The semaaties
sentence can be found out by extracting relaticatsvden
words and this can be done by knowing the word
dependencies. This is also a major research afdafnand
serious researches are going on to solve this @mbl
Textual analysis like POS tagging, shallow parsing,
dependency parsing is a pre-requisite for relagitnaction.
These steps are prone to errors. Many of the pmablie
NLP are not fully solved because of the unstructurature

of text. Relation extraction also belongs to theugr of
challenging problems. The place of relation extoactin
sentiment analysis is very high and thus this ehngi is to
be met and solved.

4.6. Domain Dependency

A sentiment classifier that is trained to classifginion
polarities in a domain may produce miserable reswlten

the same classifier is used in another domain.i@ent is
expressed differently in different domains. Fortanse,
consider two domains, digital camera and car. Thy im
which customers express their thoughts, views and

prospective about digital camera will be differéoim those
of cars. But some similarities may also be pres&d.
Sentiment analysis is a problem which has high doma
dependency. Therefore cross domain sentiment asasya
challenging problem that has to be unfolded.

5. OPINION MINING AND SENTIMENT
ANALYSIS

The sentiment analysis problem is met using somghef
techniques using natural language processing tgqaéni
proximity method etc. Following are a brief study @ few
of them.

A notable approach in [3] uses a sentence leveimnsent
analysis. The word level feature extraction is daséng
Naive Bayesian Classifier. The semantic orientatibrihe
individual sentences is retrieved from the contaktu
information. This machine learning approach on ager
claims an accuracy rate of 83%. For classifying and
analyzing of the sentiment from the reviews, maehin
learning and lexical contextual information are dis&he
paper focuses on sentence level to check whether th
sentences are objective or subjective and to fjaske
polarity of the sentences to positive or negatipmion.

The naive bayes approach is used to annotate eaténse
as positive and negative on the bases of usefutl Worel
feature. SVM classifier is trained on the annotatedtences
for the positive and negative classification. Catial
information is used to calculate the polarity ofiteece and
mark it as either negative or positive. The pagepfésents
experiments for sentiment analysis to automatically
distinguish prior and contextual polarity. Begimpiwith a
large stable of clues marked with prior polarityethod
identifies the contextual polarity of the phrasesttcontain
instances of those clues in the corpus.

A two-step process is used that employs machinmilen
and a variety of features. Firstly the method dfeesseach
phrase containing a clue as neutral or polar. S#goib
takes all phrases marked in previous step as petar
disambiguates their contextual polarity (positinegative,
both, or neutral). The method describes a systeat th
automatically identifies the contextual polarityr fa large
subset of sentiment expressions, achieving reliaddelts.
Another significant work is the implementation obth
Natural Language understanding and Generation in
Sentiment analysis [5]. A couple of algorithms ¢aush and
predict the orientation of opinions are specifigd this
research work. In their system there is a revietatutse that
stores the opinionated texts. The method then firetgient
features that many people have expressed theirongimon.
After that, the opinion words are extracted usirdg t
resulting frequent features, and semantic oriestatiof the
opinion words are identified with the help of WoriNThe
system then finds those infrequent features.

The orientation of each opinion sentence is identiind a
final text summary is generated in this work. Thetpof
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speech tagging from natural language processingds to
find opinion features. The output of the above papa text
summary of opinions. Thus Summarization of texalso
done as a subsystem. But this summarization wotkulg
dependent on the features and hence is far from the
automatic summarization work in the field of NLPher
paper proposes a method by utilizing the adjecireonym
set and antonym set in WordNet to predict the séiman
orientations of adjectives. The paper also dessribe need
of pronoun resolution in opinion mining even thoughs
not addressed.

A method of sentiment analysis which does not use
conventional natural language rules is specifie]n The
work uses a machine learning approach (Naive Baysir
classification. The class association rules is useextract

the associations between term features appearing in
consumer review opinions and product features for a
particular consumer product.

A set of pre-classified opinion sentences is wdizas
training data to develop class association ruleachE
sentence is labeled with one or more product feafuj , or

no product feature, none. The f-measure is usechetsc

for evaluation, and claims efficiency up to 70%. the
paper, the review sentences are divided into varatasses
according to the association rules. The classiticadf the
opinionated text is done using both class assoaiatiles
and naive Bayesian classifier. After which the eixpents
done proves that Class association rules perfotterathan

the traditional naive Bayesian classifiers. In fig authors
present an approach for opinion mining which relas
natural language processing techniques. The work is
accomplished by the sentiment lexicon and a pattern
database. The two feature selection algorithmsudssd in
this work are based on mixture model and the kiedd
ratio. They propose a sentiment pattern based sisalyr

the sentiment classification work.

In [8], an in-depth study of dependency relation®ag the
words of a sentence is discussed. In their worle th
dependencies are classified as short range and rbomge
dependencies. They use a clustering approach #fter
parsing is done. In the paper [9] a combined maufel
sentiment analysis is done. Considering every el
analysis like phrase level, sentence level and mect level
have their own advantages. But a combination model
including all the three may achieve better perfarosa

A combined model based on phrase and sentence level
analyses and a description on the implementation of
different levels of analyses are presented. Forpiase-
level sentiment analysis, a template is used. Téelyn
defined template is Left-Middle-Right template. The
Conditional Random Fields are used to extract émiment
words. The Maximum Entropy model is used in the
sentence-level sentiment analysis. The combinatioalel
with specific combination of features performs Ikstlg
better than the traditional single level models.nother
paper which studies the mining of on-line reviewsthe

movie domain is [10]. In the paper they come uphwat
proposal of a model called S-PLSA(Sentiment Prdisioi
Latent Semantic Analysis). This is a generative ehddr
sentiment analysis that does a deeper compreheakite
sentiments in blogs.

The model S-PLSA is used for summarizing sentiment
information from reviews. From the S-PLSA modeleyth
developed ARSA(Autoregressive Sentiment-Aware model
a model for predicting sales performance based hen t
sentiment information and the product’'s past sales
performance. They have considered the role of vevie
quality in sales performance prediction. The mqutedicts
the quality rating of a review. The quality factisr then
incorporated into a another model called ARSQA
(Autoregressive Sentiment and Quality Aware modBRo
models, ARSA and ARSQA models are designed for
product sales prediction. These models reflectetffect of
sentiments, and past sales performance on futules sa
performance. Sentiment analysis problem is attechjfii be
solved using a clustering approach in [11]. Thipgraalso
discusses application of TF-IDF weighting methodting
mechanism and importing term scores and claims stlmo
stable results. A feature level Sentiment analyiss
discussed in [12]. Here the work has been condegtran
Chinese product reviews.

The feature selection process is based on an aprior
algorithm. The Apriori association mining rulesused to
extract the candidate product features. Then tldererof
some candidate product feature words are adjuBiadlly,
point-wise mutual information (PMI) methods are dige
filter feature words so as to obtain the meaningidduct
feature words. The work is very simple and not upto
satisfaction. But the feature extraction done iis thork is
mentionable. A very distinguishable approach tiniop
mining is put forward in [13]. The model is basadrmouns
and adverb-adjective-noun (AAN) combinations in
sentiment analysis .

The AAN based sentiment analysis technique deploys
linguistic analysis of adverbs of degree , domaecific
adjective and abstract noun. A set of general agi@imased

on a classification of adverbs of degree into fia¢egories,
classification of adjective into ten specific domai
classification of abstract noun in two categorfes)opinion
analysis is also defined. The way in which the etiljjes and
adverbs are found and scored is interesting. Urzarg
binary AAN algorithms are also mentioned in the kvor
Another new approach is a proximity based sentiment
analysis [14].

The idea is based on the findings about the wawhith
humans express their thoughts. When a person ststiisg
positively about a topic or subject they continuighvihis
positive trend for a period of time. Later infleriavords
like “however” are used and then start writing iegative
sense about the topic. In a paragraph people ysdalhot
repeatedly write one positive and one negative word
together. Typically segments of a written text (e.g
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paragraphs or sentences) capture a concept or wénd
thought over a short period of time. Such trendsico
fluctuate as one moves along the written docum@&he
average distance between positive-oriented (or tivega
oriented) words is expected to be small for segmbatring
positive (negative) sentiments. Consequently, therage
distance between positive-oriented (negative-oeht
words is relatively large for segments bearing tigga
(positive) sentiments. This is the principle on ebhithe
model is developed. Three different proximity-based
features, proximity distributions, mutual inforneati
between proximity types, and proximity patterns ased
for sentiment analysis.

Support Vector Machine Classifier is made usenoflb].
The approach emphasizes the use of a variety @frgbv
information sources, and SVMs provide the ideall timo
bring these sources together. The methods aretasessign
values to selected words and phrases, and bring the
together to create a model for the classificatibrests. In
this paper, The sentiment orientation of a phrase i
determined based upon the phrase’s point wise rhutua
information (PMI) with the words like excellent aaor.
Semantic values of phrases and words within aaextused

to add to features for SVM training. CombinatiofisSyYMs
using these features in conjunction with SVMs basedni-
grams and lemmatized uni-grams is a diverse mefitwod
ours.

In [16], reviews are classified into positive andgative
ones. Traditionally the document classification was
performed on the topic basis. The three machinmileg
methods Naive Bayes, maximum entropy classificatzom
support vector machine are used for sentiment aisalyhe
traditional ways of document classification basadapic is
tried out for sentiment analysis. They consideritp@sand
negative as two topics and classify the reviewsaling to
that. The work concludes that mere usage of theesam
technique of topic based classification in the iseemt
domain fails. Therefore more sophisticated techequ
should be used in solving the sentiment analysiblpm.
The paper [17] describes the use of Passive-Agge&RA)
Algorithm Based Classifier. The Passive Aggressive
algorithms are a family of margin based on-linernéazg
algorithms for binary classification. PA algorithnrgork
similarly to support vector machines (SVM). PA aiguns

try to find a hyper plane that separates the itgsinto two
half-spaces. The margin of an example is propaatitmthe
example’s distance to the hyper plane. When ma&inors

in predicting examples, PA algorithm utilizes thargin to
modify the current classifier. They update the sifier by
the constraints.

Another classifier compared with is Language madgli
(LM) Based classifier. Language modeling (LM) is a
generative method that calculates the probability o
generating a given word sequence, or string. Thel th
classifier is the Winnow classifier. Winnow is an-kine
learning algorithm for sentiment classification. AWow
learns a linear classifier from bag-of-words of dilments to

predict the polarity of a review. Instead of unagrs or bi-
grams, n-grams (6-grams) are used as features ein th
model. The major observation from this paper isube of
high order n-grams as features. In the paper[18¢rdiment
analysis approach to extract sentiments associaiital
polarities of positive or negative for specific gdis from a
document is done. This is in contrast of classgyitme
whole document into positive or negative. In order
identify sentiment expressions and to analyze theynantic
relationships with the subject term, natural lamgua
processing plays an important role. The method tifies
the subjects in the opinion sentences and assami@téons
to these subjects.

6. CROSSDOMAIN SENTIMENT ANALYSIS

Cross domain sentiment analysis is introduce@doice the
manual effort in training the machine using labetita.

Instead the machine learns from a particular donzaid

analyse the sentiment polarities of texts in anottemain.

This is a very challenging problem because the lahd
words used to express emotions in two different aom
may be very different. A paper [19] approaches thjsc

vastly covering all the difficulties evolved in tpeoblem. A
sentiment sensitive distributional thesaurus iste®@ using
labeled data for the source domains and unlabelied for
both source and target domains. Sentiment sengitigi

achieved in the thesaurus by incorporating docurterd!

sentiment labels in the context vectors used abaises for
measuring the distributional similarity between dsrThe
created thesaurus is used to expand feature vedtmisg

train and test times in a binary classifier.

6. CONCLUSION

Sentiment Analysis problem is a machine learnimgbfam
that has been a research interest for recent y&hrsugh
this literature survey, the relevant works donesdtve this
problem could be studied. Although several notatbeks
have come in this field, a fully automated and high
efficient system has not been introduced till ndwis is
because of the unstructured nature of natural EgpeguThe
vocabulary of natural language is very large thangs
become even hard. Several challenges still exittte field

of machine learning and some of them are Namedyenti
Recognition, Coreference Resolution, domain depande
etc. These problems have to be tackled separatelyrose
solutions can be used to improve the methods to do
sentiment analysis.
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