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Abstract
Digital data in the form of text documents is rdpigrowing. Analyzing such data manually is a teditask. Data mining techniques
have been around to analyze such data and bringutabderesting patterns. Many existing methods based on term-based
approaches that can't deal with synonymy and pohysévoreover they lack the ability in using and atjing the discovered patterns.
Zhong et al. proposed an effective pattern disgpvechnique. It discovers patterns and then congpspecificities of patterns for
evaluating term weights as per their distributian the discovered patterns. It also takes care afating patterns that exhibit

ambiguity which is a feature known as pattern etwotu In this paper we implemented that techniqud also built a prototype
application to test the efficiency of the technidliee empirical results revealed that the solui®rery useful in text mining domain.
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1. INTRODUCTION

Knowledge discovery has become an indispensable
phenomenon in recent years due to the rapid ineri@adigital
data. They have attracted lot of attention in amadeand
scientific circles. Many applications in the reabnd need
such mining of data in order to discover trendspatterns.
These trends or patterns lead to business intetiggBl).
Such BI helps in taking well informed decisions. iyadata
mining techniques came into existence in the pastyears.
They include closed pattern mining, maximum pattarning,
sequential pattern mining, item set mining, andoeis¢ion
rule mining. These techniques are developed faa dahing
algorithms. They are capable of producing huge remds
patterns. However, how to use those patterns amwd too
update them in future is the area that needs somee m
research. Especially in the field of text miningttprns are
discord from text documents. It is a challenging jo use
those patterns and also update them. Earlier teased
methods are provided by Information Retrieval (IR)
techniques. The term based methods are classiftedrough
set models [1], SVM based models [2] and probahitibdels
[3]. All the term based methods suffer from probdesuich as
synonymy and polysemy. When award has many meaitings
is known as polysemy. When multiple words have Ilsimi
meaning, it is called synonymy. Thus the discoveratierns
with term based techniques have semantic meanird an
answering the exact user query is difficult.

For this reason for many years people started \efethat
phrase-based techniques are better than thatrof-tebbased.
However, the experiments in the field of data minja], [5],

[6] have not been proved. The possible reasonsidiecthe
phrases have less properties pertaining to staistihen

compared with terms; frequency of occurrence is; lowisy
and redundant phrases are more [6].

Though there are some drawbacks, the sequentitdripst
became promising alternatives to phrases [7], TBE reason

for this is that sequential patterns avail requistatistics like
terms. Pattern Taxonomy Models (PTMs) [8], [9] cami®
existence to overcome the drawbacks of phrase-basddg
approaches. Pattern based approaches became taleeymeut
much improvements are not made to make them more
effective for text mining. With regard to effectivess there are
two issues. They are misinterpretation and low desgy.
When patterns are less frequent, they can't be Used
decision making. When the terms or patterns
misinterpreted, the result will not be reliable w.drequency
can’'t have required support. If the support is dased, the
results may not be useful for business decisions.

are

Over the last many years Information Retrieval (IR)also
used to have many techniques that used featuretexof
documents. They are used to retrieve content frargeh
amount of documents based on the terms and théghtge
The terms may have different weights based on tim¢ext as
well. There might be semantic meanings that areb¢o
considered in IR. Therefore it is not sufficientaialy consider
weights of terms for document analysis or evalumtio this
paper we implement a novel pattern discovery tephmi
proposed by Zhong et al. [10]. It first computesdficities of
the discovered patterns and then evaluates thehtseigf
terms based on the distribution. Thus it is capablavoiding
misinterpretation problem. Negative training exaespl
influence is also considered by this in order t@idviow-
frequency problem. Moreover the ambiguous patteare
updated. This phenomenon is known as pattern ei@hua
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Thus the proposed approach improves accuracy of the 3, PATTERN TAXONOMY MODEL

discovered patterns.

The remainder of this paper is organized as folld®extion |l
provides review of literature. Section Il providdetails of
the proposed technique. Section IV presents imphésien
details. Section V provides experimental resultdevkection
VI concludes the paper.

2. PRIOR WORK

Textual documents are increasingly added to thdd\gfide
Web and also the electronic databases of orgaoizatOne of
the representations which are well known is knowrbag of
words approach that makes use of keywords. Tf*idigiting
scheme is presented in [11] for representing téxt[12]
entropy weighting and global IDF are used for text
representation in addition to DFIDF. For the applohag of
words various schemes were developed for weighftir3g,
[14], [15]. The drawback in the bag of words isttbhoosing
limited number of words is a problem thus it causesr
fitting [6]. To reduce number of features other @m@Thes
came into existence. They include Odds ratio, Chigbe,
Mutual Information, and Information Gain [4], [6T-hough
there are many representations, the choice of septation is
based on the requirement, the rules of naturaulage [6].

Some researchers used phrases instead of wordgadonand
bigram combination is also used in the text categton
process. Phrase based approach is explored in &
mining techniques are also used as explored in @re was
no significant improvement in text mining when pdesa are
used. It suffered from lower frequency and misiptetation
problems [18]. Some insights were provided on @upl
mining which is again term based [19], [20]. In J2&
technique known as pattern evolution was introdutedlata
mining communities, pattern mining is extensivebed for
number of years. Algorithms such as GST [22], SLrMi
[23], SPADE [56] etc. are used for the purposeaibdnining.
However, finding interesting patterns is still ogeranyone to
research [25], [26]. Pattern mining is also useteit mining
domain. Frequently found items is used text miniiog
various decisions making applications. Closed seiigle
patterns are also explored in text mining [9]. 10][a model
known as Pattern Taxonomy model is proposed inrotale
improve the discovered patterns in text mining[2#] a two-
stage model was developed. The two stages inclatterp
based methods and term based methods. For texngnini
“Natural Language Processing” concepts are usecerRly a
new model known as concept-based model came into
existence [28], [29]. Conceptual Ontology Graph also
explored in order to use semantic knowledge indiseovery
of patterns. This model provides effective discnation
between meaningful terms and important terms. is plaper
Pattern Taxonomy Model is used for text mining.

The pattern taxonomy model described briefly hefers to
Zhong et al. [10]. The PTM approach assumes tHatezat
documents are converted to paragraphs. Thereforegiaen
document is a set of paragraphs. By using “is &tian it is
possible to structure documents into taxonomy. Censhe
following table.

Table 1: Frequent patterns and covering sets (excerpt from

[10])

Frequent Pattern Covering Set
{ts,ta, te} {dp2, dps, dpa}
{ta,t1} {dp2, dps, dps}
{ts,te} {dp2, dps, dpa}
{ta,t6} {dp2, dps, dpa}
{ta} {dp2, dps, dpa}
{ta} {dpz, dps, dpa}
{t1,ta2} {dp1, dps, dps}
{t:} {dp:, dps, dps }
{t=} {dp1, dps, dpe}
{te} {dp2, dp3, dpa, dps, dpe}

As can be seen in table 1, frequent patterns are/ssin the
left column while the right column shows the docuisein
which these patterns exist. This is the based toctsire
pattern taxonomy. The constructed pattern taxonémnythe
given values in table 1 is as shown in fig. 1.

{ts st ,tg}
[2,3,4]
{tz 2 {ty tg} {ts tgl {t4 ~tgl
1,5,6 (28,4 [2,3,41 [243:4T
{tl}‘ {C {ty]‘ {t4}' {&g}
r1,5,6° (1,561 (2,341 [2,3,4» (2,3,4,5,6)

Fig. 1— Pattern taxonomy (excerpt from [10])

As can be seen in fig. 1, there are many termsiwhie part
of pattern taxonomy. This information is best usedtext
mining in order to produce closed patterns. Thdoperance
of text mining gets improved using this model. Ma&tails
and deduced equations of this model are as expioid®].
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4. PROTOTYPE IMPLEMENTAITON
The pattern discovery technique proposed by Zhord ¢10]

has been implemented by us using Java programming
language. The environment used for the implememntati
include a PC with 4GB RAM, Core 2 Dual processor.

Operating system used is Windows and the IDE isBésins.

Java SWING API is used to build GUI (Graphical User

Interface). The main Ul of the application is aswh in fig.
2.

L=] === |

TS e e——

Fig. 2— The main Ul of the prototype

As seen in fig. 2 the application facilitates prEm@ssing
before actual discovery of patterns. The selectathsgt is
shown in text area. Before proceeding furthert#xeneeds to
be preprocessed for operations like removal of stops and
stemming. On choosing preprocessing, the Ul as shioig.
3 is rendered.

=l ==

Fig. 3— Ul showing preprocessing operations

As can be seen in fig. 3, there is provision farpstvords
removal and stemming. These two are the fundameméal
processing operations required before actually gssiag the
text documents. The PIM button helps to build atguat
taxonomy model. The discovered patterns are showig.i4.

Fig. 4 —Discovered patterns

(= (== =)

Fig 5 — Shows terms in the discovered patterns

As can be seen in fig. 5, the terms for each dis@Em) pattern
are presented. The patternl has terms such a4 t8,and t9.
This way the terms are shown for all discoveredepas.
Groups of terms involved in different patterns aseracted
and presented in fig. 6.

=

Fig. 6 — Distribution of Patterns and Terms
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As can be seen in fig. 6, the discovered patteistslaltion is
shown. The terms are grouped according to the rpatt®
which they belong to. As can be observed in figh@, results
show the terms which do not belong to any pattegwgh
terms are pruned and the results are presentégl in. f

=] C=llEE==

Fig. 7 —Final results showing distribution of terms and
patterns

As can be seen in fig. 7, the results reveal ts&idution of
terms and corresponding discovered patterns.

CONCLUSIONS

Data mining techniques have been around for lomg.tiThe
techniques used to discover knowledge include se@le
pattern mining, frequent item set mining, closedtgra
mining and maximum pattern mining. These data nginin
techniques are not useful for text mining. Thidu® to lack of
high specificity of discovered patterns. Not alledquent
patterns discovered by mining algorithm are usé¥ldreover
then can be misinterpreted to make the problem evore
overcome the problems of misinterpretation and low
frequency, we proposed an effective pattern disgoRattern
deploying and evolving are the two parts in theppsed
technique. The empirical results revealed that gheposed
technique is effective.
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