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Abstract
Word is the preferred and natural unit of speeadgduse word units have well defined acoustic repriedion. This paper presents
several dynamic thresholding approaches for segimgntontinuous Bangla speech sentences into warddsi®rds. We have
proposed three efficient methods for speech segti@mt two of them are usually used in pattern slfisation (i.e., k-means and
FCM clustering) and one of them is used in imaggremntation (i.e., Otsu’s thresholding method). Ws® aised new approaches
blocking black area and boundary detection techegto properly detect word boundaries in continugpsech and label the entire
speech sentence into a sequence of words/sub-woideans and FCM clustering methods produce beggmentation results than
that of Otsu's Method. All the algorithms and methaised in this research are implemented in MATBA® the proposed system

achieved the average segmentation accuracy of Q#8foaimately.

Keywords: Blocking Black Area, Clustering, Dynamic Threslmigl Fuzzy Logic and Speech Segmentation.
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1.INTRODUCTION

Automated segmentation of speech has been a sulbjsittdy
for over 30 years [1] and it plays a central rolariany speech
processing and ASR applications. It is importantvémious
automated speech processing algorithms: speeclymiéion,
speech corpus collection, speaker verification,., ett the
research field of natural language processing [2Hje
traditional or manual segmentation approach is auiical for
very large data bases. It is extremely laborioud #alious.
This is why automated methods are widely utiliz€dmmon
approach to speech signal zone identification iggusa
threshold value. In many papers speech segmentatidone
by using wavelet [4], fuzzy methods [5], artificiaeural
networks [6] and hidden Markov models [7]. This @ap
proposed several pattern classification and image
segmentation methods for segmenting continuous IBang
speech into words/sub-words. To do so, we have tised
modified version of k-means, fuzzy c-means and ®tsu
algorithms with blocking black area method and shap
identification.

The paper is organized as follows: Section 1 dessrithe
introduction of speech processing and the orgapizaif this
paper. In Section 2, we will discuss about speegm&ntation
and types of segmentation. Section 3 will descipla¢tern
clustering and different clustering algorithms. $ection 4,
Otsu’s thresholding method will be discussed. The
methodological steps of the proposed system willidsmcribed

in Section 5. Sections 6 and 7 will describe thpegixnental
results and conclusion, respectively.

2.SPEECHSEGMENTATION

Speech recognition system requires segmentatiogpeéch
signal into discrete, non-overlapping acoustic uf#][9]. It

can be the segment, phone, syllable, word, sentendalog
turn level. Word is the preferred and natural uoitspeech
because word units have well defined acoustic sgmtation.
So, we have been chosen word as our basic unibrAatic
speech segmentation methods can be classified iy mays,

but one very common classification is the divisiorblind and
aided segmentation algorithms [10]. A central ddfee
between aided and blind methods is in how much the
segmentation algorithm uses previously obtaineda dat
external knowledge to process the expected spddwhterm
blind segmentation refers to methods where themoipre-
existing or external knowledge regarding linguigtfoperties,
such as orthography or the full phonetic annotatiointhe
signal to be segmented. On the other hand, Aided
segmentation algorithms use some sort of exteinguistic
knowledge of the speech stream to segment it
corresponding segments of the desired type. Dtleettack of
external information, the first phase of blind segration
relies entirely on the acoustical features presgemhe signal.
The second phase is usually built on a front-emdgssing of
the speech signal using MFCC, LP-coefficients, @repFFT
spectrum [11]. In our research works, we have UBEd
spectrum (such as, spectrogram) features of sysegaal.

into

3.CLUSTERING

Clustering is the process of assigning a set adatbjinto a set
of disjoint groups called clusters so that objécteach same
cluster are more similar to each other than objdam
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different clusters. Clustering techniques are a&obin many
application areas such as pattern recognition [d&k mining
[13], machine learning [14], etc. Clustering algfoms can be
broadly classified as Hard, Fuzzy, Possibilisticnda
Probabilistic [15], each of which has its own spéci
characteristics. There are a lot of applicationscloftering
methods, range from unsupervised learning of nexealork,
Pattern recognitions, Classification analysis, fhitl
intelligent, image processing, machine vision, eeveral
clustering methods have been widely studied andesstully
applied in image segmentation [16—-22].

In this paper, the hard and fuzzy clustering sclsehae been
introduced to get the optimal threshold in speech
segmentation. The conventional hard clustering otkth
restricts each point of the data set to exclusiyast one
cluster. So the membership values to be either D. dhe K-
Means clustering algorithm is widely used as hdustering
method. On the other hand, the fuzzy clusterinchogtllows
an object to belong to several clusters at the same, but
with the different degrees of membership betweean 1.
The fuzzy C-means algorithm is the most popularzyuz
clustering method used in pattern classification.

3.1 K-Means Clustering Algorithm

K-Means Clustering is one ofthe unsupervised legrn
algorithms, first used by James MacQueen in 196] §d
first proposed by Stuart Lloyd in 1957 as a tecbaidor
pulse-code modulation [24]. It is also referredam Lloyd's
algorithm [25]. Here, the modified algorithm is dsé¢o
compute the threshold from speech spectrogram. The
algorithm classifies a given data setinto a certaiimber
of clusters (i.e., k clusters) based on distancasmes and to
define k-centers, one for each cluster and finatignputes the
threshold. This algorithm is an iterative processiltno new
moves of data, as shown in Figure-1. Finally,
this algorithm aims at minimizing an objective ftioa, also
known as squared error function and given by:

Where:

Hxi(” —V; H is the Euclidean distance between a data pgint (

and the cluster centes);
‘ci’ is the number of data pointsifficluster; and
‘k’ is the number of cluster centers.

The algorithmic steps for calculating a threshaithg k-

means clustering is given below:

Letx = {Xy, X, Xs...X,} be the set of data values in speech
spectrogram.

1) Assign the number of clusters:3 and define the 3 cluster
centers.
Letv = {vy,V,,va} be the set of 3 cluster centers.

2) Calculate the distancel) betweeni™ data andj™ cluster
center.

3) Assign each data to the closest cluster with mimmu
distance.

4) Recalculate the new cluster center using:

G
v, :%ijzﬂzxj

where, ‘c’ represents the number of data pointsi‘h
cluster.

5) Recalculate the distance between each data and new
obtained cluster centers.

6) If no data was reassigned then stop, otherwiseatefpem
step (3).

7) Calculate the desiredhreshold from the average of 3
cluster centers.

No. of
Clusters, K
L 7

/

| Inifial Cluster Centers |

Distances of
Objects to all Clusters

v
Assign object to
clogest cluster

v
Calculate Cluster
Centers

| Calculate Threshold |

Figurel. K-Means Clustering Algorithm - Calculating the
desired threshold.

3.2 FCM Clustering Algorithm

The algorithm is developed by J C Bezdek in 19¢3phitern
classification [26], and first reported by J C Dum1974
[27], later J C Bezdek used this algorithm for @t
recognition [28]. FCM is a generalization of K-M&saWhile
K-Means assigns each object to one and only onsterlu
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FCM allows clusters to be fuzzy sets, so that ealoject
belongs to all clusters with varying degrees of rbership
and the following restriction: The sum of all memg¥ep
degrees for any given data point is equal to Mwdtks by
assigning membership to each object on the basikstdnce
between the cluster center and the object. Moreotiject is
near to the cluster center more is its membershipe
algorithm is an iteration process, as shown in k&gl After
each iteration, membership and cluster centersupdated,
and finally compute a threshold from the clustertca@ds.

The algorithmic step for calculating a thresholthgduzzy c-
means clustering is given below:

Let X = {Xq, X, X3, ..., Xn} b€ the set of data values in speech
spectrogram.

1) Assign the number of clusters3 and define the cluster
centers.
Letv={vy, V,, V3, V3} be the set of Zluster centers.

2) Calculate the Euclidean distana:ig,)(betweeriIh data and
j™ cluster center.

3) Update the fuzzy membership functiqgY using:

Hi= i(dij /dik)Z/(nﬂ) Od=12.n0=12...¢
=)

4) Compute the fuzzy centelg using:

VJ:(ZMJ)FX]/(Z(Mj)m)Dj =123,....cwh
i=1 i=1
ere,mis the fuzziness index ].

5) Repeat from step (2) until the minimudvalue is
achieved orﬂU D)y ® ” <e.

where:
kis the iteration step;
eis the termination criterion between [0, 1];

U= i )n*c is the fuzzy membership matrix; and
Jis the objective function, obtained by:

C n
J= Z (:Uij )mdij

j=L i=1

6) Calculate the desiretiresholdfrom the average of 3
cluster centroids.

No. of /
Clusters, C

v
Initial Cluster Centers
e
Calculate Distances befween
Objectsand Cluster centers, d;
v
Update Fuzzy Membership
Function, i

Compute Fuzzy Centers,v;
Y
Compute Objective function.

Calculate Threshold

Figure2. FCM Clustering Algorithm - Calculating the desire
threshold.

4.OTSU'STHRESHOLDING METHOD

Thresholding is the simplest method of image segatiem;

can be used to create binary image from gray soaege. In

order to convert the image into a binary represemtafirst

we converted the image into a gray scale representand

then performed particular threshold analysis [29fsu’s

method is a simple and effective automatic thregihgl

method, invented by Nobuyuki Otsu in 1979 [30]oatsown

as binarization algorithm. It is used to automdiycperform

histogram shape-based image thresholding; i.era@tdaction

of a grayscale image into a binary image. The élyor

assumes that the image is composed of two basgseda
Foreground and Background [30]. It then computesimal

threshold value that minimizes the weighted witlulass

variance; also maximizes the between class variafteese
two classes. Otsu’s threshold is used in many eapdins

from medical imaging to low level computer visiddur main

aim is to use Otsu’s threshold in speech segmentagigure-
3 shows the step-wise Otsu’s algorithm.
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4.1 Mathematical Formulation
The mathematical formulation of Otsu’'s method for
computing the optimum threshold is given below:

Let P(i) represents the image histogram of speech
spectrogram. The two class probabilitiegt) and w,(t) at
levelt are computed by:

w,(t) = ZP(I) And W, (t) = ZP(I)

i=t+l

The class meanpl (t) anduy(t) are:

" and o (t) = L iP(i)
wO =2 1() 0= 20
Individual class variances:
o2 = zn O P((") And

2 P(')

o3 (1) = IZH:l[I A0) w, (1)

The within class variance 6,,) is defined as a weighted sum
of variances of the two classes and given by:

g.(t) =W (1)o7 (t) + w,(t)o; (1)

Thebetween class variancest,) is defined as a difference of
total variance and within class variance and givgn

g, (1) = 0° () =0, (1) =wW(OWD[£4(1) ~ 4,(O)]*

These two variances,, ande, are calculated for all possible
thresholds,t = 0... | (max. intensity). Otsu finds the best
threshold thatminimizes the weightedithin class variance
(o), also maximizes the weightdmtween class variance
(op). Finally, the pixel luminance less than or equal to
threshold is replaced by 0 (black) and greater thegshold is
replaced by 1 (white) to obtain the binary or B/iwage.

Image /
P(1)
v

histogram

Initial weights: 1,(0),
1,(0) and means: 1,(0).
145(0) of 2 classes.

A 4
Find threshold,
for which ¢,,(f) minimum
or 65(7) maximum.

Update class
weights: (7). wy(1)
means: (7). 1y(f)

L 2
Compute variances: ¢,,(7)
and 65(7)
v

Figure3. Otsu’s Thresholding Algorithm — Converting binary
image.

5. THE PROPOSEDAPPROACH

We proposed several clustering methddsmgansandfuzzy c-
means algorithms) andOtsu’s thresholdingmethods, with
blocking black areaand boundary detectiortechniques, in
continuous Bangla speech segmentation.
segmentation system is shown in Figure-4 and visituks in
the following sub-sections.

{ Coninuous Speech ]

K-Means Method

FCM Method
Otsu’s Method

[ Segmented Words ]

Figure4. Proposed Speech Segmentation System
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5.1 Speech Spectrogram

A spectrogram is a time-varying spectral represemaof
signal. It shows how the spectral density of ani@awignal
varies over time [31]. Spectrograms can be useidldotify
spoken words phonetically. They are used extensivethe
development of the fields of music, sonar (soundigsion
and ranging), radar, and speech processing [32], et

The spectrogram is calculated by using the showe-frourirer
Transform (STFT) of audio signal. The STFT of ansig
framex[n] can be expressed by:

0

STFHAn}(m w)=X(mw)=> A nain-me

n=—co

Where: Y n] =signal; «[n] = window function; m is
discrete andw is continuous.

Thus, the spectrogram of the sigwfal] can be estimated by
computing the squares magnitude of the STFT o$itpeal
[33],i.e.,

Spectrogran (n,w) =[STFT(n,w)”.

We used MATLAB’s ‘spectrogram’ function that contser
speech signal into spectrogram image. The speetmogif the
speech sentences{W ST FT FIS TN IART) is

shown in Figure-5.

Frequency (Hz)

0 0.5 1 15 2 25 3 3.5 4 4.5 5
Time (s)

(b) Spectrogram Image

Figure5. Spectrogram of speech signalfiTvd STe 1y $f

5.2 Dynamic Thresholding

First, we used MATLAB’s ‘rgb2gray’ function to coext
spectrogram RGB image to gray scale image withl piakeies
ranging from 0 to 255; where 0 represents a fulick pixel
and 255 represents white pixel. Then we used ‘imi2bw
function with a threshold to convert gray scalegeé#o binary
image. But the problem for us is how we choosetlogshold.

In our research, we proposed three efficient agves, such
as, K-Means, FCM and Otsu’s thresholding algorititon
compute the desired threshold, valued between 0-1.

We used MATLAB'’s 3-class ‘kmeans’ function and asd
‘fcm’ function. Both functions return theentroids of three
clusters. The average ofland 2° largest centroids is
calculated as the desired threshold value. We alsed
MATLAB’s ‘graythresh’ function that wuses Otsu's
thresholding method, returns a level or threshatue for
which the intra-class variance of the black andtevpixels is
minimum. The output image replaces all pixels ie thput
image with luminance greater than or equal to tireshold
with the value of 1 (fully white) and less thanesinold with O
(fully black). Figure-6 shows the thresholded spmgitam
image of the speech sentenc@XNME TGN FT FIST

TS IFEATT).

5.3 Blocking Black Area Method

Here, we used a new approaéiocking Black Areamethod
in the thresholded spectrogram image that produces
rectangular black boxes in the voiced regions ef $heech
sentence, as shown in Figure-7. The method worksllasys:

e Summing the column-wise intensity values of thrédbod
spectrogram image.

* Find the image columns with fewer white pixels lthea
summing value and replace all pixels on this coluwmith
luminance 0 (black).

» Find the image columns with fewer black pixels loase
summing value and replace all pixels on this columith
luminance 1 (white).

(b) FCM thresholded Image
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5.5 Final Speech Segments

Each rectangular black box represents a speech. dier
detecting the start and end points of each black thee word
boundaries of the original speech sentence are edark
automatically by these two points and finally wevdnaut the
word segments from the speech sentence. Figurex@ssthat
6 (six) black boxes represent 6 (six) word segmémtthe

speech sentenca e ST6IT FfJ FIS TSF AT .

(c) Otsu’s thresholded Image

Figure6. Thresholded Spectrogram Images of Spegohls ' o "

(a) Thresholded Spectrogram Image from Speech Signa

(b) After applying Blocking Black Area Method

Figure9. 6 (six) detected word segments in the speech

sentenceIAT 6 H FJ FI6 TSF AT

6.EXPERIMENTAL RESULTS

The proposed system has been implemented in Windows
environment. All the methods and algorithms, disedsin

this paper, have been implemented in MATLAB 7.12.0
(R2011a) version. For the experiments there wenepeoed 3
types of segmentation algorithms: k-means, fuzaypeans

Figure7. Effect of applying Blocking Black Area Method —
Producing rectangle black boxes in voiced regidrepeech

signal clustering and otsu’s thresholding method. To eatauthe
] performance of the proposed methods, different ex@ats
5.4 Boundary Detection were carried out. In our experiments, various spegntences
We used MATLAB ‘regionprops’ function to measureeth in Bangla language have been recorded, analyze_d and
properties of each connected object in the binargge. We Segmented. by the proposed method. Table-1 showsetiags
also used different shape measurements (such &' Ar segmentation results for ten Bangla_speech sergeand
‘BoundingBox’, '‘Centroid’) to identify each rectatay object reveals that the average segmentation accuracy ralte
that represents speech words/sub-words. The ‘'Eatrem 94'11.%; and 95.55% for k-mean,s, 96.19% for FCMtekirsg
measurement, which is a vector of [top-left toftigght-top algorithms, and 90.58% for Otsu's method.
right-bottom bottom-right bottom-left left-bottoneft-top], is . .
used to detect the start (bottom-left) and endtgbotright) Tablel. The details segmentation results
points of each rectangular object, as shown inrigigu
a ‘Hrg i No. of properly segmented words (#) and accuracy (%) Ave.
sg o5 Z%g K-Means FCM OTSU ooy
T %
S1 100 656 621 94.67 629 9588 517 7881 89.79
S2 100 656 621 94.67 622 9482 601 91.62 93.70
S3 100 656 622 9482 624 9512 612 9329 94.41
bottom-left 7 bttom-lef bdttomleft  / botteim-leff / bottom-fzft oitor-left S4 100 656 631 96.18 643 98.02 619 94.36 96.19
bottom-right bottom-nght  bottom-night  bottom-nght  botfom-right bottom-right S5 100 656 639 9741 637 97.10 622 9482 96.44

Total

%3
=3
S

3280 3134 9555 3155 96.19 2971 9058 94.11
Figure8. Star and End point Detection of rectangular object
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7.CONCLUSIONS AND FURTHER RESEARCH

We have proposed three efficient methods for cotis
Bangla speech segmentation: two of them are usualy in
pattern classification (i.e., k-means and fuzzy eams
clustering) and one of them is used in image setgtien
(i.e., Otsu’s thresholding method). We also usedv ne
approaches blocking black area and boundary detecti
methods to properly detect word boundaries. Frorma th
experimental results it is concluded that K-Meand &CM
clustering methods produce better segmentationtsethan
that of Otsu’s Method. It was observed that soméhefwords
were not properly segmented, this is due to diffe@uses:
(i) the utterance of words differs depending onrtlpesition

in the sentence; (ii) the pauses between the wardsnot
identical in all causes; and (iii) the non-unifoamiculation of
speech. Also, the speech signal is very much $emdi the
properties of speaker and environments. Experirheesalts
showed that the proposed approach is effectiveoimtimuous
speech segmentation. The major goal of future rekda to
search a mechanism that can be employed to enaltierrp
discovery by learning. We have a continuous etiodevelop

a continuous speech recognition system using nkewzmy
system.
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