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Abstract

A wireless sensor network (WSN) is a collection of small randomly dispersed micro sensor nodes that have capability to sense,
establish wireless communication between each other and do computations and process operations. A network especially wireless
network strongly depends on the routing protocols to route the sensed data to the Base Sation (BS) via some intermediate nodes. Due
to fast emergence of the wireless sensing, a lot of work has been done on the various categories of routing protocols of WSN like
location-based, data-centric, hierarchal routing protocols etc. to measure the network performance. But recent studies are provided
with the evidence that Quality-of-Service (QoS) routing can enhance the network performance by increasing the network utilization,
compared to routing that is not sensitive to QoS requirements of traffic. So in this paper, the focus is on evaluation and comparison of
the network performance in the WSN having QoS routing. The comparison of the three QoS routing protocols MBRR (Majority Based
Re-Routing), REAR (Reliable Energy Aware Routing) and SPEED (Stateless Protocol for End-to-End Delay) on the basis of various
performance metrics such as Bit Error Rate (BER) vs. Signal-to-Noise Ratio (SNR), Average End-to-End Delay vs. BER, Packet
Delivery Ratio vs. BER, Energy Consumed vs. BER, Network Lifetime vs. Energy Consumption, Throughput vs. BER and Throughput
vs. SNR has been done in this research paper. On the basis of observed simulation results, it is concluded that the performance of
MBRRis better than the performance of other two comparing protocolsi.e. REAR and SPEED.

Index Terms. Wirdess Sensor Networks, Routing Protocols, QoS Routing, and Performance Evaluation etc.
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1. INTRODUCTION

Wireless Sensor Networks (WSNs) have recently drawn
significant research attention due to its wide mangf
applications that may not need human supervisiowireless
Sensor Networks (WSN) is a set of hundreds or thods of
micro sensor nodes that provide the ability to seansd store
the physical and the environmental conditions, rofte real

increasing the network utilization, compared totirgg that is
not sensitive to QoS requirements of traffic. Se grimary
focus here is on evaluating and comparing the métwo
performance in the WSN having QoS routing.

QoS routing is the process of the selection ofghth to be
used by the flow of packets, based on its QoS rements,

(QoS) routing can enhance the network performange b

time, such as temperature, pressure,, light andiditynjl].
Each node is connected to one or several sensbessite of
these sensor nodes is very small. Sensor netwankes & wide
variety of applications that depends on the vanmatiof
requirements and characteristics. The sensor nk$waan be
used in a vast variety of fields like military eromment,
disaster management, habitat monitoring, medicél fzelth
care etc. [2]. Power constraints, limited hardwalecreased
reliability, and a typically higher density and nioen of failure
nodes are few of the problems that have to be dereil
while developing the protocols for use in sensawneks [3].
Due to fast emergence of the wireless sensingt aflavork
has been done on the various categories of roptioigcols of
WSN like location-based, data-centric, hierarchalting
protocols etc to measure the network performance.r&ent
studies are provided with the evidence that Qualit$ervice

e.g., bandwidththroughput etc. In QoS based routing, the
protocols provide different priorities to differeapplications,
users, or datlows, or to guarantee a certain level of
performance to a data flow [4]. There are so mamyting
protocols in the QoS-based routing protocols [ikARS
(Sequential Assignment Routing) [4], SPEED (Statele
Protocol for End-to-End Delay) [7], MMSPEED (Muléfh
Multi SPEED) [4], Energy-aware routing protocol [4]BRR
(A Tree-Based Reliable Routing Protocol) [8], REAR
(Reliable Energy Aware Routing) [6], MBRR (MajoriBased
Re-Routing) [5], PISA(Priority-based path Selection
Algorithm) [5] [8], PISA-Ill [5] [8], SBRR (Score Bsed
Reliable Routing) [5] [8] etc. The main QoS-basedting
protocols that are under consideration in this pape MBRR,
REAR and SPEED as discussed in the following sectio
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1.1 MBRR (Majority Based Re-Routing)

MBRR classifies the data into differentiated classsing a
decision-making function called Win and then routes data-
packets towards the sink node in a highly reliahiay.
Moreover, MBRR engages a new adaptive approacledall
majority based re-routing approach in order to eahe data-
packets with instantaneously change in number aifing
occurrence of special events via some more religdutles [5].

1.2 REAR (Réliable Energy Awar e Routing)

REAR is designed and implemented on the Nano-Qplus
platform to overcome the energy constraint issn¢he WSN.

To establish routing paths in the network, REARsiders the
residual energy capacity of each sensor node aralsd
supports the multi-path routing for reliable datansmission

in WSN. Moreover, the REAR also supports the DATSH
oriented packet transmission, to confirm successdata
transmission from one sensor node to other [6].

1.3 SPEED (Statdess Protocol for End-to-End Delay)

SPEED (Stateless Protocol for End-to-End Delay) ais
protocol of real-time communication for sensor rete. It is
specifically designed to be a stateless, localagdrithm with
minimum  control overhead. In SPEED, real-time
communication is achieved by sustaining a desirelivery
speed across the sensor network through a novebination

of feedback control and non-deterministic geographi
forwarding. SPEED retains a desired delivery spaebss
sensor networks by both diverting traffic at theéwwking
layer and locally regulating packets sent to the®1Ayer [7].

2. RELATED WORK

Various authors have proposed and discussed nuofligoS
routing protocols and analyzed their performancé/BN.

S. M. Mazinani et al. [8] proposed a new QoS baseding
protocol called tree-based routing protocol (TBREat
provides a high reliability in routing packets tads the
destination node. The author has also compared the
performance of the TBRR with three other QoS based
protocols called PISA-1ll, SBRR and REAR using MAAR

and C++ simulation frameworks. The simulation ressghow
that the TBRR minimizes the energy consumptionwshthe
minimum amount of reduction in packet delivery @atind
yields less average packet latency as the peraemfagodes
with high channel error rate increases as comperedl the
other three protocols.

A. Naderi et al. [5] focused on building a routipgotocol
called MBRR which classifies the data into diffarated
classes using a decision-making function called ¥hd then
routes the data-packets towards the sink node highly
reliable way. Moreover, MBRR engages a new adaptive
approach called majority based re-routing approadrder to

route the data-packets with instantaneously chamg&imber
intimating occurrence of special events via someemeliable
paths. The paper demonstrated that MBRR protodubés a
better performance in regards of total energy cowion,
Packet Delivery Ratio and Packet Delivery Ratio as
percentage of nodes with high channel error-rateeases and
when operating in a noisy wireless environment glevith
node failure, as compared to PISA-Ill, REAR, LEQRda
SBRR protocols.

R. Sumathi et al. [9], presented the state of gwearch by
summing up the work on QoS routing protocols. The
performance of QoS based protocols like SAR, MMSBEE
MCBR, MCMP, and EQSR is also analyzed for various
parameters using NS2 in this paper. The simulatesult
shows that EQSR achieves good reliability, saveserenergy

and shows lesser control packet overhead than other
algorithms and increases the network lifetime duentergy
efficiency. Furthermore, EQSR distributes the tcdffad over
spatially distributed nodes.

M. A. Koulali et al. [10], suggested a hybrid Qo&sbkd
routing protocol for wireless sensor networks baseda
customized Distributed Genetic Algorithm (DGA) that
accounts for delay and energy constraints. The estgd
protocol QDGRP (i.e. QoS Distributed Genetic Ragtin
Protocol) supports QoS constraints on end-to-endydand
sensor's residual energy. The realized simulatgimesv that
QDGRP shows better results than AODV in terms dayle
throughput, and packet delivery ratio.

J. Sen et al. [11], presented a query-based roptioigcol for
a WSN that provides different levels of Quality &érvice
(QoS) such as energy-efficiency, reliability, andulf-
tolerance-under different application scenariose algorithm
is implemented in network simulator ns-2 and itsfgrenance
has been evaluated. As the results of the propakgztithm
are compared with some of the currently existingting
algorithms, it comes to know that the proposed rilgm is
more efficient in terms of average dissipated epéngsensor
nodes and average latency in message communication.

S. Chimkode et. al. [12], proposed a Reliable anduRt QoS
Routing Protocol (RRQRP) for WSNs based on a Coetbin
Weight (CW) Value which is assigned to each linkl dvased
on the QoS metrics like link quality, available Hamdth, and
residual energy. In order to avoid link failurdse tvalue of the
CW of each node is measured with the help of manio
agent (MA) placed at intermediate node. This caled CW

is then compared with the MCW (Minimum Combined
Weight). If CW value is lesser than MCW, then a niag
message is sent to the source to select an akepadh. In
order to avoid congestion losses, the author s @kesented
an adaptive rate control mechanism. And the perdoce of
the proposed protocol RRQRP is compared with the
performance of the QoS Based Routing protocol (QBRP
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using the simulator NS2. The simulation resultswshbat

proposed protocol RRQRP achieves high throughpth wi

reduced energy consumption and delay, and thufavs
more reliability and robustness when compared tistieg
protocols.

3. QSMETRICS

MATLAB supports different parameters for the measuent
performance evaluation of the WSN under differemiting
protocols. The metrics used are Bit Error Rate (BER
Signal-to-Noise Ratio (SNR), Average end-to-endagels.
BER, Packet Delivery Ratio vs. BER, Energy Consumgd
BER, Network Lifetime vs. Energy Consumption, Thybput
vs. BER, and Throughput vs. SNR. The table of thedrics
with their details, used to evaluate the perforneant the
routing protocols is given below in Table 1:

Table-1: Description of the QoS Metrics

ﬁlro' QoS Metrics Description
Bit Error Rate| BER is number of bit errorg
1 (BER) divided by total number of
(measured in transferred bits in a specified time
%age) interval [15].
Average End-tod It is the time taken by a data
2 End Delay packet to be transmitted across a
(expressed  in network  from  source @ to
seconds) destination [13].
Packet Delivery It is the ratio of total number gf
Ratio delivered packets successfully
3 | (expressed in received by the sink node to the
number of| number of packets sent by all
packets) sensor nodes in the network [13].
Energy It is a measure of rate at which
4 Consumed energy is dissipated by sensgor
(measured in nodes in a WSN within a specific
KJ) time period [13].
Network The lifetime of a WSN can bg
Lifetime defined as the time elapsed until
5 . | the first node dies, the last noge
(measured in . . .
. dies, or a fraction of nodes digs
minutes)
[14]
Average
Network It is the average number of dgta
Throughput .
6 . | packets successfully received py
(measured in ) e v
. . the sink node per unit time [13].
bps i.e. bits pe
seconds)

It is described as the ratio of
Signal-to-Noise | signal strength to the nois
Ratio (SNR) strength. A ratio higher than 1
(expressed in db (greater than 0 dB) denotes md
i.e. decibels) signal than noise [16].

=k O

e

4. SMULATION RESULTS & DISCUSSIONS

The simulation is carried out using MATLAB simulati tool.
Two scenarios are being used to simulate the mutin
protocols. First scenario contains 10 wireless @engdes and
in the second scenario 20 wireless sensor noddalas. The
same network environment factors are configuredih the
scenarios. The performance evaluation is done foylating
both the scenarios one by one in the MATLAB simaiatnd
results in the form of graphs are obtained. Theukition area
is 50m * 50m and the general distance between ¢nsos
nodes is 30 m. The simulation results of variousting
protocols are discussed below.

The protocol MBRR introduces the lowest BER in the
network as the SNR increases in both the scenéfigsire 1
& Figure 2) comparing to REAR and SPEED protocols.
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Fig-1: BER vs SNR for Scenario 1
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Fig-2: BER vs SNR for Scenario 2
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The MBRR protocol shows the lowest and REAR inticatu
the maximum Average End-to-End Delay as the BER
increases in the both the scenarios (Figure 3 &rEid).
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Fig-3: Average End to End Delay vs BER for Scenario 1
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Fig-4: Average End to End Delay vs BER for Scenario 2

As shown in the Figure 5 and Figure 6, the MBRRtquol
shows the best performance in terms of the Packétvddy
Ratio as compared to the other two protocols. MBfRBws
the highest and REAR shows the lowest Packet DgliRatio
as BER increases in both the scenarios.
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Fig -5: Packet Delivery Ratio vs BER for Scenario 1
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Fig -6: Packet Delivery Ratio vs BER for Scenario 2

As shown in the Figure 7 & Figure 8,

the MBRR puaatb

shows the best and the SPEED protocol shows thestwor
performance in terms of the Energy ConsumptiorhasBER

increases in both the scenarios.
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Fig-7: Energy Consumed vs BER for Scenario 1
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The Network Lifetime of WSN is evaluated in Figu®e&
Figure 10 for each of the three comparing protoessthe
Energy Consumption by the sensor nodes in the WSN
increases. Here again the MBRR protocol in both the

scenarios outperforms the other two
maximum Network Lifetime.

protocols wiitie
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Fig-9: N/w Lifetime vs Energy Consumption for Scenario 1
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Fig -10: N/w Lifetime vs Energy Consumption for Scenario 2

As shown in the Figure 11 & Figure 12, MBRR protoco
shows the best results in terms of the throughpuha BER
increases in both the scenarios. SPEED and REARqwis
show the moderate and worst results for throughput.
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Fig-11: Throughput vs BER for Scenario 1
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This time the performance of the each of the tipre¢ocols is
evaluated on the basis of the throughput as the fBhiRases
as shown in the Figure 13 & Figure 14. MBRR protstmws

the best results in terms of the throughput as $NR

increases in both the scenarios.
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The brief discussions of the results are repreddntéhe form Table-4: Simulation Results in both Scenarios
of the tables, shown below. The Table 2 includes th
discussions for the results of the simulation sdernband the MBRR REAR SPEED
Table 3 includes the discussions for the results tref Scena| Very High | Average Average
simulation scenario 2. riol | Throughput, | Throughput, | Throughput,
Minimum Average Very High
Table-2: Simulation Scenario 1 Energy Energy Energy
Consumption | Consumption | Consumption
Metrics MBRR REAR SPEED & Very High | & Low | & Average
BER (At 0 db| 0.01046 | 0.1134 %| 0.05805 Packet Packet Packet
SNR) % % Delivery Ratio | Delivery Delivery Ratio
Delay (At 0%| 0.5824 0.6165 0.5866 Ratio
BER) seconds | seconds | seconds Scena| High Low Low
Delivery Ratio| 5 packets| 3 packets 4 packets rio 2 | Throughput, Throughput, | Throughput,
(At 50% BER) Average High Energy| Maximum
Metrics MBRR REAR SPEED Energy Consumption | Energy
Energy 12.88 KJ | 20.89 KJ| 25.11KJ Consumption | & Very Low | Consumption
Consumed (At & High Packet| Packet & Low Packet
20% BER) Delivery Ratio | Delivery Delivery Ratio
Network 61600 | 37510 | 53000 Ratio
Lifetime (At 20| minutes | minutes | minutes
KJ Energy CONCLUSIONS
?ﬁrosuugrggﬂ?n)(m 110410 | 1024*10~ | 156*10" Thisbpapefr cc:jnclude; thg ret;s,ults in twq scena;mérg
1% BER) A3 bps 3 bps 3 bps number of nodes varies in these scenarios to obs
Throughptt (ALl 25°10°4 | 2104 | 27103 variation in the performance of three routing poois MBRR,
8 db SNR) bps bps bps REAR, and SPEED of Quality of Service (QoS), deptby

over Wireless Sensor Network to analyze their biglawith
respect to QoS metrics defined in the section & Jtady of
these Wireless Sensor routing protocols showstiieaiBRR
protocol is the best protocol as per the simulatiesults of

Table-3: Simulation Scenario 2

Metrics MBRR | REAR SPEED this paper because it shows almost the best peafurenfor all
BER (At O db| 0.02487 | 0.1468 %| 0.1132% the metrics. MBRR shows the lowest BER as the SNR
SNR) % increases, the lowest Average End-to-End DelayhasBER
Delay (At 0%] 0.618 0.6522 | 0.622 increases, the highest Packet Delivery Ratio as BER
BER) seconds | seconds | seconds increases, the lowest Energy Consumption as the BER
Delivery ~ Ratio| 4 packets| 2 packets 3 packets increases, the highest Network Lifetime as the &ner
(At 50% BER) Consumption increases, the highest Throughput @sB&ER
Energy 15.13KJ | 22.38 KJ| 29.51KJ increases and again the highest Throughput as e S
Consumed (At increases among the other two comparing routintppots, in
20% BER) both the scenarios. And the REAR gives the worst
Metrics MBRR REAR SPEED performance for almost all the metrics against whthe
Network 59000 22880 37510 comparison has done, except against the Energyu@gston
Lifetime (At 20| minutes | minutes | minutes as the BER increases and the throughput as theige&ases.
KJ Energy And the SPEED protocol gives the moderate resaitalimost
Consumption) all the metrics, but shows the worst results agahes Energy
Throughput (At| 1079*10 | 789*10~ | 1183*10 Consumption as the BER increases and the Througigptite
2% BER) 3 bps 2 bps "2 bps SNR increases. While comparing the results of bibté
Throughput (At| 2*10°4 2*10"3 666.7 scenarios, it is concluded that the scenario 1 shibv better
8 db SNR) bps bps bps performance than the scenario 2. So, it is cleat #fl the
routing protocols show the better performance & ribtwork
Table 4 shows the discussions for the results ofpasing the having less number of sensor nodes as comparedeto t
relative performance of both the scenarios. network having more number of sensor nodes. BatMBRR

protocol also outperforms against each QoS metdns
comparing the results of the both the scenariosngntbe
other two protocols.

Volume: 02 Issue: 09 | Sep-2013, Available @ http://www.ijret.org 277




|JRET: International Journal of Research in Engineering and Technology

el SSN: 2319-1163 | pl SSN: 2321-7308

Thus the conclusion of this study is that the MBBRBtocol is
the best protocol as compared to the other twoopold i.e.
REAR and SPEED, as per the simulation results ¢ ltoe
scenarios in this paper, but it is not necessagy MBRR
perform always better in all the networks. Perfanoemay
vary due to the variation in the network type. Agétend we
came to the conclusion from the simulation and ditall
study of Wireless Sensor Network (WSN) that the
performance of the routing protocols changes wighwork,
and the selection of the accurate routing protacabrding to
the network.

FUTURE SCOPE

Future scope of this paper is that one can comiperesame
Wireless Sensor Network routing protocols deployeith
some Genetic Algorithms to optimize the performarude
these routing protocols against the same metriga@meters
[17]. Also there is scope to introduce Neural Nekgo
technology into the sensor nodes deployed underséme
routing protocols of the WSN so that the nodeshanetwork
may be able to use the self-organized maps, tcceethe end-
to-end delay especially [18].
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