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Abstract
An effective and flexible computational platform is needed for the data coordination and processing associated with real time
operational and application servicesin smart grid. A server environment where multiple applications are hosted by a common pool of
virtualized server resources demands an open source structure for ensuring operational flexibility. In this paper, open source
architecture is proposed for real time services which involve data coordination and processing. The architecture enables secure and
reliable exchange of information and transactions with users over the internet to support various services. Prioritizing the
applications based on complexity enhances efficiency of resource allocation in such situations. A priority based scheduling algorithm
is proposed in the work for application level performance management in the structure. Analytical model based on queuing theory is
developed for eval uating the performance of the test bed. The implementation is done using open stack cloud and the test results show

a significant gain of 8% with the algorithm.

Index Terms. Service Oriented Architecture, Smart grid, Mean response time, Open stack, Queuing model
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1. INTRODUCTION

Smart grid is a complex network involving large rhen of
energy sources, controlling devices and load centéow the
focus is on the development of a dynamic smart grid
management platform for offering various servicés
interconnected smart grid with large number of eispd
renewable energy sources, its associated measuairty
control functionalities require large data storafjee existing
centralized approach is not effective in such sibmawith
huge data storage and computational
infrastructure to replace the existing one shoudress the
future data storage and computational needs. Aitiaft
smooth information exchange for monitoring and oanbf
widely distributed power sources is also needed. iiimense
potential of cloud computing technology can beiz#gill to
address these issues. The sharing of resourcesrious
substations reduces the cost of operation, improtes
performance of utility and offers environmentakfrdly smart
grids. The cloud environment provides a flexible ywaf
building, facilitating computing and storage intrastures for
varying on line and offline services. A flexiblecanpgradable
cloud computing architecture for application dephent
offers efficient application sharing over the imtet.

Modern power system is structured with distributatergy
resources which are required to deal with largewarhof data
and information systems [1]-[2]. The storage andcpssor
resources become increasingly higher with the natemn of
renewable sources to the existing grid [3]. Cloathputing in

needs. The new

large power grid and cloud data service centercansidered
as one of the central options which can integrateeat
infrastructure resources of the enterprise likedhare, high-
performance distributed computing and data platfofithe
recent work [4] presented a cloud computing modsl f
managing the real time streams of smart grid datahie near
real time information retrieval needs of the difist energy
market actors. The approaches in [4]-[5] considénedmnodel
of ubiquitous data storage and data access of rttaet grid
data cloud, focusing on the characteristics of uhderlying
cloud computing techniques. Architecture for datarege,
resource allocation and power management and doistro
presented in [6]. The paper discusses existingesssand
necessity of a cloud computing architecture for eow
management of micro grids.

Efficient utilization of resources is important icloud
computing and for that scheduling plays a vitalertd get
maximum benefit from resources [7]-[10]. Wei-Tekal st al.
(2010) illustrated the Service-Oriented cloud cotimuu
architecture. Cloud computing is getting populad &h giants
such as Google, Amazon, Microsoft, IBM have stattesir
cloud computing infrastructure. The paper givesoaarview
survey of current cloud computing architectures disgusses
the existing issues of current cloud computing
implementation. They presented a Service-OrientdoudC
Computing Architecture (SOCCA), so that clouds can
interoperate with each other. Furthermore, the S®@Go
proposes high level designs to support multi-tepdeature

of cloud computing.
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In line with the above, the paper presents gensealice
oriented architecture for real time services inistrithuted
structure. The architecture for real time servigeserally
needs to incorporate various updates in the seteieel as
well as at the architectural level. Hence an opeaorce
structure is preferred for the implementation getA priority
scheduling algorithm is presented in this paper for
performance management. Analytical model baseduenigg
theory to capture the performance of the abovecttre is
also developed for evaluation.

2. SERVICE ORIENTED ARCHITECTURE FOR
REAL TIME SERVICE

Cloud computing is emerging with rapidly growingrsee
oriented architectures for real time services. Bereriented
architectures for various online services requireyaamic
adaptable infrastructure for sharing data, compatel
transaction services across applications. The myste
architecture proposed in the paper enables secareediable
movement of information and transactions with theerinal
resources, also with users over the internet t@patp/arious
services. The middleware provides the necessawtiturality
required to build and deploy fully operational apation
services. It includes resource management, datageament
and portability. The logical service model is showm
Figurel.The infrastructure as a service providetuaiized
data storage and computing power. The smart
applications in the cloud involves on line and iofl
computations, monitoring and analysis of large datzuding
online measurement data. The proposed architetzies full
advantage of functionality provided by open stac# ansures
real time operations in a widely distributed enmirgent.

grid

Operating system requires hypervisor for creatiomd a
termination of instances.
Service Scheduler
Smart grid Applications as mstances 2
Middleware (Openstack) -
Hypervisor (KVM) ~
=]
Operating System (Linux) =
Storage, Computing and Networking
m

Fig-1: Logical View of Cloud Test bed for Smart grid

The process for selecting a hypervisor means pyiand
making decisions based on resource constraintserous
supported features and required technical spetidita
Kernel Virtual Machine is selected as hypervisor the
architecture and there is flexibility for selectingultiple
hypervisors for different zones. Different algonits and
software associated with execution of the on lirieipg and
data analytical operations are deployed as instamtethe
smart grid application layer. The service schedideralized
through open stack nova, allocates the requestdiogpto the
service priority.

Each virtual machine shares resources on a physerakr,
including CPU capacity, disk access bandwidth aetvark
I/O bandwidth. Hence the general terminology reseuis
used throughout this paper to represent all thevalshared
parameter together.

2.1 Implementation

The details of specifications of the test bed &g in Table

1. Laboratory test bed has been set up for reglittie open
source cloud computing environment for various data
intensive and computational intensive applicationseal time
mode. The performance of the architecture for oiffié test
cases was recorded using web stress tool. Thetestime for
meeting the above goal is depicted in Figure 2. The
components of open stack [12] configured for sawinclude
nova-APl nova-compute, nova-scheduler, nova-volumne
nova-network. Nova-API initiates most of the adtds such

as running an instance and provides an endpoinalfoAPI
queries. Nova-scheduler process take a virtual mach
instance request from the queue and determinesewiter
should run. The creation and termination of virtoechine
instance is controlled by nova-compute processacttepts
actions from the queue and then performs a sefisystem
commands like launching a Kernel Virtual MachineV({K)
instance to carry out while updating state in tambase.

Table- 1: Recommended Hardware/Software

Item Recommended Hardware/Software
Cloud HpProliant,64bit x86,2048KCache, 12
Controller GB RAM,2x1TBHDD,1GB NIC
Client Node Intel Pentium 4, 3.20 GHz; 2048K
Cache,8GB RAM, 1TB HDD,2X1GH
NIC
Operating Ubuntul2.04
System
Middleware| Open stack
Monitoring Web Stress Tool
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Fig-2: Architectural frame work for Application managerhen

The nova-volume manages the creation, attaching and

detaching of persistent volumes to compute instanieva-
network accepts networking tasks from the queue taed
performs tasks to manipulate the network. Data bfase
storing generation and consumption profile, theadwindling
service for aggregating data from various locatiowgre
created as instances in the framework.

The architecture proposed here is for the operaiforarious
application services related to smart grid. Thet tesse
considers application services relating to powestesy with
distributed generation to simulate the interacti@ween the
generating sources, loads and consumers. The elatad to
various services were stored in the database dreate
multiple instances. The aspect of real time dataipudation
was executed through software programs. The datdlihg
service created as another instance, manages therd#ic.
The case considered for testing involves N conssraed M
number of generating sources. Each production/copsan
update is forwarded to the multiple instances usiteda
handling service. Though it is an approximation di#ta
sending and reception by smart meters in the yt#ind
consumers, it contains all the required componants price
dynamics that are likely to be present in the fitsmart grid.

Real time pricing and data analytic services wkagloyed in
different virtual machines. Pricing calculation\dee involve
several algorithmic steps to reach its decisionre/fas simple
data retrieval and processings are involved in thleer
category. To avoid traffic conjunction, the applicas which
require huge computing will be given lower priority the
architecture, all the request which is coming frdiant nodes
are goes through the service scheduler. It is pded with the
priority status of various services. Here the saledsimply
allocates to the lightly loaded virtual CPU durimgrmal

situations and executes priority inversion, whemissible
delay crosses the point. Python script has beem tse
implement the algorithm.

The timely data retrieval and computational requieets
associated with the execution of on line enquigniruser
perspective was tested for different values of estjuate. It
has been found that the response time requirenoentefil
user interactive services is very demanding. Mogeoin
virtualized environments resource allocation aétmatan be
done inside the server as well, using interfacedlae from
virtual machine monitors or hypervisors. Respornse tand
CPU consumption are used are reference parametensch
operations. Hence in each experiment, time sefiessponse
times and CPU consumption were collected and aedlyEhe
performance results for 50,000 consumers requestimg
services at a request rate of 30/s is shown inrEi@and
Figure 4, where actual CPU resources consumed tyali
machines are represented as CPU consumption. Taeofa
request considered here is comparable with the ageer
request level for above category of services inrsmgad

environment with such number of consumers. The mean

response time varied between 35ms-45ms. The avesige
of CPU consumption was about 50%-60%. These vaues
reasonable considering the smaller test bed andamglexity
of applications used in the test. To have a betteerstanding
of the characteristics of the system for massiverdte and
higher utilization of resources, another set oftsteswere
conducted by simulating cases with 100% inceasdhe
resource demand with same resource level. Figusholvs
the performance change in the test bed for higtikzation of
resources. Here, the percentage change Mean Respons
(MRT) is defined as the percentage decrease ironsgptime
for a given resource level and 100% increase inas@nHigh
utilization of the available resources while kegpthe good
response is one of the advantages of the propdgedtam.
The consistency in the performance was tested hguading
experiments in the test bed with different caseabld 2
depicts percentage of failed hits for different &g of
concurrent request. Tests were conducted by applifiearly
increasing request level for various numbers of rause
considered. It has been found that the algorithapiproach
maintains good success rate for varying level gtiest rate.

Table- 2: Statistics of failed hits

Number %Error(Failed Hits)

With Priority | Without Algorithm
of users .

Algorithm
1000 0.5 0.6
5000 1.21 2.1
10000 5.1 7.2
15000 7.2 11.3
20000 7.9 12.1
25000 8.4 19.5
30000 115 21.8
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35000 12.5 23.7 3. DISCUSSION
40000 14.4 25.8 The objective of these experiments was to test the
45000 15.7 26.9 . . o
effectiveness of the architecture to handle remktservices,
50000 17.5 31.8 . ! .
in smart grid environment. The study focuses on the
50 performance metrics. It is apparent from variousults that
- 15 the proposed architecture in open stack cloud enment
g 0 LA o f AN A A o TN maintains satisfactory level of responses for vayyiequest
“g‘ 35 A Y \‘N\ VAN AWV rate. Also found that performance is affected by tésource
5 30 NV ' v capacity available to the system and the time wargiemand
g 1 of the applications. The cloud environment succeaedémit
7 20 the failure rate and offered a reasonable valudRT for the
'g,l 16 cases considered. Scheduling the applications @icgprto
g‘ 10 priority aids the dynamic resource allocation imtualized
i server environment. Result reveals that, at higletues of
resource demand, resource utilization is dynamjicadjusted

and resources are allocated on time. The open escoiftware

0 10 20 30 10 >0 60 considered in the experiment permits up gradatoexisting
Time(m) architecture for incorporating more features. Thehigecture
can be extended to incorporate scheduling algosthased on

Fig-3: Mean response Time other performance metrics. The analytical modeletiped

for evaluating the performance of the architectardescribed
in the next section. The model considers the clariatics of
resource allocation in a dynamically changing woakl
60 A situation

o A end L NNV

40

70

4. ANALYTICAL MODEL FOR PERFORMANCE
EVALUATION.

The analytical modeling proposed in the work capttire
performance of the multiple applications hosted an
10 virtualized environment. The work considers queuthgory
based modeling to characterize the performance laidc
environment, where applications are distributed oser
multiple virtual machines with time varying resoeirdemand.
The modeling also uses the terminology resouraepoesent
all the resources shared by a virtual machine ghysical
server, e.g., resource consumption is considerepldoe of
CPU consumption. The paper [13] presented an acalyt

30

20

CPU consumption

0] 10 20 30 40 50 60
Time(m)

Fig-4: Time varying demand of CPU

12 1 model for multi-tier Internet application basedanetwork of
=+=With priority algorithm / queues to represent how the tiers in multitier i@ppbn

10 , . . cooperate to process requests and demonstratadtilibye of
= Without priority algorithm / the model in managing resources for internet apptin under

8 varying workloads and shifting bottlenecks. However
/ virtual machine differs from a physical server imat its

effective capacity varies with dynamic resourceddtion. In
/ dynamically changing workload situations, the optim

performance can be achieved by allotting the apfitio

/./ / request based on some priority. The approach usetthis
2 / work is to categorize the different applicationpldged in the
/ deployment platform as high priority and low prigriones.

0 = ' ‘ ‘ ‘ ' ' ‘ ‘ ' ! The operational mode in the algorithm involves oostr
1000 5000 10000 15000 20000 25000 30000 35000 40000 45000 50000 arrival ruled by the distribution of inter arriviine according

Number of users to a poison process. The aggregate user reque&st Ratis
defined by equation (1), where N is the number iffebnt

Change in MRT(%0)
= o

Fig-5: Performance change with same resource level
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applications deployed and Rn is the mean user stqate of

application n.

R, (1)

1

N
R =
Py
The queue discipline is according to a priorityhaitegligible
delay and the resources in the virtualized enviremntan be
modeled as M/G/1/PRIOR queue [14]. According touijug
theory, total resource resident time by all theues served in
tier k is represented by gk/(1-gk), where gk is theource
utilization in tier k. For an aggregate user requate of R, the

mean resident time for applications with higheopty, Tsh
can be described as

A 9
T, == —*
sh R(l_qu (2)

Resource consumption for a typical applicationrigprtional
to number of request. Let Dn represent the meanaddnof
applications with higher priorities. Then resoucomsumption
by highest priority application, Mc, can be defiresia linear
function of user request rate.

n 3)

The resource utilization by all the applicatiortlie virtualized
environment is defined as the ratio between theuafr
machine’s resource consumption and its effectiveouece
capacity. In the virtualized environment resoure@acity is
dynamically modified. The utilization changes aclting to
the changes in allocation. Hence resource utibpatis
modified as the ratio between resource consumpiothe
virtual machine and resource allocation to theudrtmachine.
Let Ma be the resource allocation, refers to thsouece
capacity that is allocated to a virtual machineohporating
the modification in (2),Tsh can be represented as

N
D,*R
1 K 2 nk n
Tsh:Ez nlN (4)
o Ma_Zan*Rn
n=1

The modeling assumes applications with low prioritse
available with maximum resources. Since priorityeirsion is
considered in the algorithm the modeling considersal
number of applications for the calculation residéme in this
case also. Mean resident time for applications wdatv
priority is represented by Tsl, can be approximaasd(5),

where values ofen represent mean resident time for

applications with lower priorities. The value cam dbtained

through model calibration. Combining (4) and (5§ timean
response time can be represented by aggregatindemés
times over all resourses by higher priority and dowgriority
applications. Thus once the values of average denaaua
mean resident time for applications with lower gdties are
obtained, mean response time can be predicted dqmtion

(6).

1 N
Tsl :E;(Pn Rn (5)
MRT =T, +T, ©

The linear regression method is used to estimatentban
demand from (3) and response time from equationfdr
given arrival rate of request. The estimate considl@verage
user request rate of 1800- 2400 per minute and anme
response time target of 35ms to 45ms.

The measured values of MRT were compared with those

estimated using (6) for evaluation. The performaresilt in

the test for normal and high utilization of resagds depicted
along with estimated values in figure 6 and figar€he model

is valid for the present case as it captures tfeeedf resource
capacity, time varying demand and response withemwsto

complexity in applications. The estimate considdfresl same
entittement and user request rate as used in shedses. The
error between the measured and estimated valuesspbnse
times for various cases is negligible. The resusdtified the

architectural performance.

The modeling used in the work is application omehtThe
model can predict the performance of the cloud remment
with various applications, running on the virtuatizservers
having different computational needs. The modeling
considered here needs to include more parametersa fo
complex networked structure. In such cases, addamos
linear solution methods provide precise results tlegression
method.

60
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Fig-6: Response under normal utilization
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Fig-7: Response under high utilization -
CONCLUSIONS

The architecture explores a simplified approachough
functional building blocks; all aimed at deliverimgal time

services in service oriented structure. It suppoeation, [7]
execution and evolution of service oriented sohgio A

priority scheduling algorithm was applied to theharecture

for performance management.

The proposed algorithm was tested with the appmiinat
services relating to power grid which has time =gy [8]
processing and storage need. The result showed thieat
architecture have better performance with the &lyor
Analytical model based on queuing theory to captime
performance of the architecture has been develdjoed
evaluation. The result justified that the proposechitecture

is effective for real time applications servicessimart grid
environment.

The work is continuing with the modifications in eth
architecture and algorithm to develop load manageme
system for smart grid that can optimally coordingteely
demand side management.
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