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Abstract 
In this paper artificial neural network based sensor informatics architecture has been investigated; including proposed continuous 
daily estimation of area wise surface soil moisture using cosmic ray sensor’s neutron count time series. Study was conducted based on 
cosmic ray data available from two Australian locations. The main focus of this study was to develop a data driven approach to 
convert neutron counts into area wise ground surface soil moisture estimates. Independent surface soil moisture data from the 
Australian Water Availability Project (AWAP) was used as ground truth. A comparative study using five different types of neural 
networks, namely, Feed Forward Back Propagation (FFBPN), Multi-Layer Perceptron (MLPN), Radial Basis Function (RBFN), 
Elman (EN), and Probabilistic networks (PNN) was conducted to evaluate the overall soil moisture estimation accuracy. Best 
performance from the Elman network outperformed all other neural networks with 94% accuracy with 92% sensitivity and 97% 
specificity based on Tullochgorum data. Overall high accuracy proved the effectiveness of the Elman neural network to estimate 
surface soil moisture continuously using cosmic ray sensors. 
 
Index Terms: Artificial Neural Network, Surface Soil Moisture, Cosmic Ray Sensors, Neutron Counts.  

-----------------------------------------------------------------------***---------------------------- ------------------------------------------- 

1. INTRODUCTION  

The Australian Cosmic Ray Sensor Soil Moisture Monitoring 
Network (CosmOz) [1-5] (Fig.1) is a near-real time 
continental scale soil moisture monitoring system originally 
inspired by the United States Cosmic-ray Soil Moisture 
Observing System (COSMOS) [3]. CosmOz aims to test the 
utility of the Hydroinnova CRS-1000 cosmic ray soil moisture 
probes [4] (Fig.1) for water management, water information, 
hydrological process research applications and test the 
feasibility and utility of a national near-real time soil moisture 
measurement network.   The cosmic ray soil moisture probe 
measures the neutrons released when cosmic rays interact with 
hydrogen atoms in water molecules found in the soil and 
atmosphere. The number of fast neutrons emitted into the 
atmosphere is inversely correlated with soil moisture [1, 3].    
In order to convert the neutron counts into surface soil 
moisture the currently available field calibration method for 
the cosmic ray sensors is very time consuming and inefficient. 
The method only considers two separate field calibrations to 
represent the whole year’s soil moisture variation. The main 
focus of this study investigates the possibility of an alternative 
supervised data driven approach based on various artificial 
neural networks (ANN) to estimate surface soil moisture 
remotely and continuously. A comparative study using five 
different types of neural ANNs were conducted to evaluate the 
overall soil moisture estimation accuracy; Feed Forward Back 
Propagation, Multi-Layer Perceptron, Radial Basis Function, 

Elman, and Probabilistic networks. Study was conducted 
based on cosmic ray data available from two Australian 
locations; Tullochgorum (Longitude = 147.9, Latitude = -41.7) 
and Norwin (Longitude = 151.3, Latitude = -27.6). 
Experimental time period for Tullochgorum was 2010/12/15 – 
2013/01/02 (723 days), and 2011/05/11- 2013/01/03 (597 
days) for Norwin [1-10]. 
 
2. EXPERIMENTAL DESIGN 

2.1 Cosmic Ray Sensor Data 

The Cosmic Ray sensor’s most important data attributes are 
the atmospheric pressure corrected neutron count and rainfall, 
which have been used for this study as training and testing 
inputs. Fig. 2 shows the neutron count data recorded from the 
Tullochgorum location [1-20]. 
 
2.2 Australian Water Availability Project (AWAP) 

Data 

The AWAP database is developed to monitor the state and 
trend of the terrestrial water balance of the Australian 
continent, using model-data fusion methods to combine both 
measurements and modeling. Time series data was extracted 
from the gridded map data based on latitude and longitude. 
Soil moisture data available from the AWAP has been used as  
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Fig -1: The Australian Cosmic Ray Sensor Network (CosmOz) and Hydroinnova CRS-1000 cosmic ray soil moisture probe deployed 

in Tullochgorum site. 
 

 
 external ground truth data to establish the cross correlation 
between recorded neutron counts and volumetric surface soil 
moisture. Available evapotranspiration data from AWAP has 
been used as an additional training and testing input to the 
ANNs (See Fig.2) [1-5].  
 
2.3 Problem Formulation 

Daily data for each of the inputs and target was recorded for 
both the locations. An incremental optimization algorithm was 
used to identify the best possible training and testing relative 
percentages where prediction accuracy was maximum with 
highest sensitivity and specificity. In the training phase daily 
average neutron counts, rainfall and evapotranspiration from 
the training input set were used to train ANNs against the 
corresponding AWAP daily soil moisture training target. Later 
in the testing phase, trained ANNs were simulated and tested 
using testing input set (unknown to the ANN paradigms) to 
produce estimated soil moisture. Estimated soil moisture 
profile from the testing phase was then evaluated against the 

testing target soil moisture profile from the AWAP, to 
establish the estimation performance accuracies [21-30]. 
 
2.4 Methodology and Evaluation 

ANN requires input(s) and a known target for training the 
system. The training phase modulates the internal layers of the 
system based on the training inputs. Once the ANN system is 
trained, it is ready for testing. In the testing phase an ANN 
produces an output based on the combination of inputs. The 
Feed Forward Back Propagation, Multi-Layer Perceptron, 
Radial Basis Function, Elman, and Probabilistic networks 
were applied to the same data sets to establish the best 
architecture as indicated by prediction accuracy ((TP + 
TN)/(TP + FN + FP + TN) where true positives =TP, true 
negatives =TN, false positives = FP, false negatives = FN). 
The evaluation process also included sensitivity (TP / (TP + 
FN)); specificity (TN / (FP + TN) calculations to justify the 
estimation correctness [1-20]. 
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Fig -2: The CosmOz and AWAP data representing the 2010/12/15 – 2013/01/02 time period at Tullochgorum site, Tasmania. 
 

 
3. ESTIMATION RESULT  

A comparative study based on five different ANNs was 
conducted to identify the best network architecture with 
maximum generalization capability for estimating accurate 
surface soil moisture from unknown cosmic neutron counts. 
Based on Tullochgorum data it was found that maximum 
prediction accuracy from the  
 
Elman network was achieved with 85%-15% training-testing 
paradigm, whereas for Norwin, it was 75%-25%. Performance 
accuracies from the Tullochgorum data using FFBPN, MLPN, 
RBFN and PNN were 74%, 69%, 82% and 89% respectively; 
for Norwin data FFBPN, MLPN, RBFN and PNN were able to 
achieve 70%, 79%, 85% and 79% respectively.  
 
The EN outperformed all other neural networks with 94% 
accuracy with 92% sensitivity and 97% specificity for 
Tullochgorum and with 91% accuracy with 95% sensitivity 
and 92% specificity for Norwin. Representative EN 
performances are depicted in Fig. 3. This study concluded that 
artificial neural network could be an effective alternative 
method for remote and continuous estimation of surface soil 
moisture using the recorded fast neutron counts using cosmic 
ray sensors [20-31].  
 

CONCLUSIONS 

This study concluded the Elman Neural network (ENN) could 
be an effective alternative calibration method for remote 
estimation of bulk soil moisture using the cosmic ray sensors. 
 Better performance from the ENN could be explained 
physically. It is a simple recurrent neural network consisting 
of an input layer, a hidden layer, and an output layer. In this 
way it resembles a three layer feedforward neural network. 
ENN are very useful for predicting time series sequences, 
since they have a limited short-term memory. Short-term 
memory provides a unique capability to the ENN, by storing 
the previous learning step which could be used to influence 
the next learning step. At each time step, the input is 
propagated in a standard feed-forward fashion, and then a 
learning rule is applied. The fixed back connections result in 
the context units always maintaining a copy of the previous 
values of the hidden units (since they propagate over the 
connections before the learning rule is applied). Thus the 
network can maintain a sort of state, allowing it to perform 
such tasks as sequence-prediction that is beyond the power of 
a standard multilayer perceptron. 
 
This study also concluded the supervised machine learning 
algorithms could be an effective alternative calibration method 
for remote estimation of bulk soil moisture using the cosmic 
ray sensors. Using AWAP database it was possible to train the 
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ensemble estimators with long historical ground truth soil 
moisture data, which provided better generalization capability 
to predict accurate soil moisture from the cosmic neutron 
counts. Prediction results were very encouraging. Potentially 
this could help us to develop a remote virtual sensor 

calibration mechanism. This way cosmic ray sensor could be 
monitored and calibrated dynamically and virtually. 
 
 
 
 

 
 

(a) 
 

 
 

(b) 
 
Fig -3: Elman Network based soil moisture estimation (red curves while blue represents testing target ground truth) during testing on 

(a) Tullochgorum and (b) Norwin data. 
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