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Abstract

Mobile Ad Hoc Network (MANET) are becoming more amte important in the modern environment. It canused instantly to
connect to the local or remote network without gdine pre-existing infrastructure. The mobile oeu the network can together
establish the infrastructure. In order to improve timited range of radio transmission, multipleéwerk ‘hops’ are needed so that
the communication between the mobiles can be ésttaldlhere are varieties of protocol that had begeaposed for the hopping
methods but most of them suffer from high overh&hid. project proposed a new method of hoppinggquaitfor IEEE 802.11b using
the existing network protocol which is Address Re&m Protocol (ARP). The ARP message is usetiémetwork to find the MAC
address of the destination. This can also be dgnleaying multi hops where the proposed method uaRB designed will make an
intermediate node act as a router in order to fthé destination address and forward the data siefallg. In this proposed method,
the data is directly passed to the intermediateenadd the intermediate node will help to find tbate to the destination and passed
the data to the destination node. This will redtloe transmission time. From the simulation obtajnegroved that the proposed
method using the ARP protocol can works well asekisting network protocol which is Ad Hoc On-Denhddistance Vector
(AODV). The simulation is composed into two tydesneironment which are with and without obstacigse throughput, the packet
loss and the round trip time for various distanéesimulated and the results shows that the perdoce of the proposed method
using ARP is much better compared to the AODV.

Index Terms. Address Resolution Protocol (ARP), Ad-Hoc, 802\ifl, Hopping

*k*k

1. INTRODUCTION protocol used in wired network cannot be appliegatly to
. . wireless and mobile network [2]. There are several
Recently, an ad hoc network is one of the commiioica considerations are needed before embark on thdopenent
technologies that provide the possibility for wee$ devices of a protocol for a wireless network which is oivitil due to
to communicate directly with others. It providesetts such nodes high mobility [2]. There are many of routipgptocol
as reduct_ion of trangmission output and decreassteri that had been proposed by researches such as AdOHoc
consumption. The wireless mesh network has become a  pemand Distance Vector Routing Protocol (AODV), Bgric
exciting research area and a popular commercidicagipn of Source Routing (DSR) and etc. However, most ofetkisting

the ad hoc network [1]. Ad hoc network allows theeless

. o . protocol suffered from high overhead network teaffi This
devices to operate within the range of each othesrder to

paper introduced a new method for ad hoc routiag tkilized

communicate in peer-to-peer fashion without thesteng of less overhead network traffic and less computalitesnurces
access point. The network has the ability of setiting by extending the existing protocol, Address Resofut
structure and this makes the possibility of failifigks in Protocol (ARP). The simulation is done using the KET++

communication low even the communicating devices ar  gjmyjation software for three nodes. In this papeere are
removed or added in the network. two types of environment which are with and without

I . . obstacles with different distance and differene it data are
However, each of the communicating devices haswihso done for the ARP and AODV protocol.

limited range. Due to this, sometimes the data amgk
between nodes may not be successful across theonketw
Thus, multiple ‘hops’ networks are needed to exgeadata 2. LITERATURE REVIEW

across the network In order to do so, a routingqual is Several ad hoc routing protocols have utilized logp
needed where each node in the networks will aet rasiter to established routing approach [5]. There are thyges of
find the destination node. In general, traditiorrauting topology established routing which are proactiveitira,
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reactive routing and hybrid routing [6]. The proeetrouting
protocols focuses on the shortest path algorithrashee most
active routing protocol. All nodes that are conedcwill be
updated in each of the node’'s table to maintain the
configuration of the protocol and were shared among
themselves. Therefore, if there are any changésimetwork
topology, each node will update its routing tabié. [These
types of routing are applied in the link-state nogit and
distance vector routing.

Optimized link state routing (OSLR) maintains rogtidata by
dispatching link state information [8]. If therecagny changes
in the topology such as movement of nodes, eatheofiodes
will updates to the discerning nodes so that ewedes in the
networks will be updated merely once.

Source-Tree Adaptive Routing (STAR) is another loghtral
protocol. In STAR, the favored paths from each ntdether
nodes are saved in each of nodes which act asrrothés
reduced the overhead in the network by removingotredic
updates. This protocol is suitable for a colossalesnetworks
but it needs colossal recollection and processimgest has to
be uphold colossal trees for finished network.

Ad Hoc on Demand Distance Vector Routing (AODV)ars
example of pure reactive routing protocol [5]. AODduting
protocol works exclusively on demand basis aftés iteeded
by networks, which fulfilled by nodes inside thewerks [9].
Route invention and path maintenance is additigrgidsped
out on demand basis even if merely two nodes dentand
converse alongside every single other. AODV cutardthe
demand of nodes in order to always stay alert amd t
unceasingly notify routing data at every single enokh other
words, AODV maintains and discovers paths merekgraf
there is a demand of contact amid disparate nddgs [

AODV is capable of both unicast and multicast nogti It
keeps these paths as long as they are desiralheltspurces.
The sequence numbers are utilized by AODV to safehthe
freshness of routes [11]. It is loop free, selftitg, and scales
to colossal numbers of mobile nodes. AODV has ettehat
there were three kinds of manipulation memos fothpa
maintenance that are RREQ, RREP and RERR.

A route request message is transmitted by a naglérieg a
route of the destination node. As an optimizatid®DV uses
an expanding ring technique when flooding these samgess
[13]. Every RREQ carries a time to live value tktdtes for
how many hops this message should be forwarded. Vitie
is set to a predefined value at the first transimissand
increased at retransmissions. Retransmissions oifcaio
replies are received. Every node maintains two reg¢pa
counters which are a node sequence number andaadast
id. Route reply message is unicasted back to tigenator of a
RREQ if the receiver is either the node using tbguested
address, or it has a valid route to the requestieldeas. The

reason one can unicast the message back is thiat enge
forwarding a RREQ caches a route back to the aatgm
Nodes monitor the link status of the next hopsdtiva route
[13]. When a link breakage in an active route isedied, a
RERR message is used to notify other nodes ofabe df the
link. In order to enable this reporting mechanigach node
keeps a precursor list which contains the IP addi@seach of
its neighbors that are likely to use it as a nesp howards
each destination.

3. ARP PROTOCOL

3.1 Address Resolution protocol (ARP)

ARP is used to find the MAC address by using thadBress
in a local area network segment where hosts of stirae

subnet reside [3]. Each node in the network mugt lramedia
access control (MAC) address which has been setwalhd
never change for the life of the device, and arerhwt

Protocol (IP) address which can be change in tfierdnt part

of the network. This protocol operates betweendler 2 and
layer 3 in the OSI system model. Since this prdtoperates
in lower level, so the process time at the receisatecrease
thus it will save the battery power. The ARP prolds used
to find the MAC address of the destination via BReaddress
of the destination. It consists of two types of sage which
are ARP Request and ARP Reply. Each of these mes$ag
its own operation code. This protocol has beendstatized

by the Internet Engineering Task Force (IETF) inCR826.

The typical packet size of an ARP messages is BsbyVith

this small size of the ARP, this will utilized lesgerhead.

3.2 ARP routing in ad hoc networ k

As mentioned before, there are two types of ARP saugss
that are used to find the MAC address of the dastin which
established the route to the destination beforesirétting the
data. There will be a handshaking procedure andAtRE
protocol is used in order to find the route to thestination.
The ARP Request is broadcast by the sender with an
appropriate IP address of destination. In this pgdkcontains
the destination IP address, the IP and the MACexsidof the
sender. Once the destination receive this messtye,
destination will responds by sending the ARP Reapbssage
contains its MAC address and also the IP and MA@res$ of
the sender. When the sender receives this messegeonly
the data is send through the established routeid&gsthe
ARP cache is used where there will be no necessarne
request needed since it is assume that the MAGRuaddress
are rarely change. The ARP cache has also a pfeyomed
timeout to allow the ARP cache to remove the unusgdes
of route. The purpose of ARP cache is to allow the
communicating devices to start communicating fagtiénout
interference of the ARP messages and therebyedilize less
network resources [4]. Fig -1 shows the operatiénthe
handshaking between two nodes using the ARP prbtoco
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IP Address: 169.254.1.1 IP Address:169.254.1.2
MAC address: 00:00:00:00:00:0A MAC address: 00:00:00:00:00:08

Node A NodeB

ARP Request
Whols 169.254.1.27
Tell 00:00:00:00:00:04

ARP Reply

\—b 169.254.1.2 is at

(1) Broadcast 00:00:00:00:00:0B

-

(2) Broadcast

Fig-1: The ARP message used for handshaking

3.3 Multi-hop transmission using ARP protocol

Multi hop transmission happened when the commuicicat
between two nodes are out of its limited rangeoider to
route the data to the destination, an intermedraide is
needed. The intermediate node will help the setaleend the
data to the destination. In this paper, the proposethod of
multi hop is introduced using the ARP protocol. The
intermediate node will get the data from the serasher acts as
a sender to retransmit the data to the destinalibis. is done
by using the ARP protocol messages which are ARPIyRe
message and ARP Request message. The flow of dpeged
method is shown as in Fig -2.

For multi hop transmission, an intermediate nodesdeded
so that the data can be hop to the destination wheesender
and the destination node is out of their range.-Eighows the
mutihop transmission method in an ad hoc networkguthe
ARP protocol. Node A wants to communicate with Ndgle
but the each of them are out of their range. Sale\® is used
as an intermediate node and is positioned in betvimde A
and Node C. As we can see in Fig -2, the radiogdagNode

B is overlap with radio range of Node A and NodeSo,

Node B can relay the messages between these nodes.

flows of the scenario are illustrated as follows:

1. Node A start its communication by broadcast an ARP
Request message asking the location of the destinidt
number that it want to communicate with.

2. Node B hears the ARP Request by node A and chetk th
the request is not for Node B. However it will negin
ARP Reply message to Node A to inform that it calph
Node A to find the destination address and forwtel
data to Node A.

10.

11.

12.

13.

14.

15.

16.

17.

Once Node A receive reply message from Node Billit w
send the acknowledge message to Node B to infoatn th
Node A will start sending the data to Node B.

After the acknowledge message, then only Node A
transmit a data to Node B.

When Node B successfully receive the data, thevillit
send an acknowledge message to Node A to inforin tha
Node B already receive the data without any loss.

Then, Node B will broadcast an ARP Request message
to find the destination since the data is not mé&ahtode

B.

Since Node B and C are in the same radio boundary,
Node C will hears the request message and it folat

the request is for Node C and it will broadcastA&P
Reply to Node B.

When Node B receive the reply message, then it will
send an acknowledge message to Node C to infortn tha
Node B will start forward the data to Node C.

After acknowledge Node C, then Node B forward the
data to Node C.

After Node C successfully received the data, themili
acknowledge Node B by sending an acknowledge
message to Node B.

Node C will send an ARP Request message to find the
destination address of Node A since it is the sendde.
This is to inform to Node A that the data is susfelty
received at the destination.

Node B hear the request message from Node C and
found that the request is not for Node B and semd a
ARP Reply to Node C to inform that Node B will help
Node C to find the destination address and forwhed
data.

Before start transmitting the reply message, Node!@l

an acknowledge message to Node B to inform thateNod
C will start to transmit a data.

After acknowledge, then Node C transmit the reply
message data to Node B.

Node B will send an acknowledge message to Node C
once it finished receive the data.

Then, Node B will start broadcasting an ARP Request
message to find the destination address (Node A).

Since Node A and B are in the same radio boundary,
then Node A will hear the request message and found
that the message is for Node A. Then Node A will
broadcast an ARP Reply message to Node B.

When Node B get the destination address, then NBode
will send an acknowledge message to Node A to imfor
that it will start forwarding the reply message ad&b
Node A.

Then, Node B starts forwarding the reply messada da
to Node A.

When Node A receive the reply message then itseitid

an acknowledge message to Node B to inform that it
already receive the data. Once Node A receiveseiply
message data from Node C through Node B, then the
transmission is done.
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The above process describes the communication BhethO™ 5%y oo 16025411 1P Address: 169.254.1.2] IP Address: 169.254.1.3
involving the ARP Request, ARP Reply and data fodivay. MAC: 00:00:00:00:00:0,| MAC: 00:00:00:00:00:0 | MAC: 00:00:00:00:00:0
This method used the standard message of the turren T T SPIEILIET -
operation code for the ARP message. The operatide €or i I.'>'-: R c .
ARP Request is ‘0x0001’' and the operation code Agp \ A v B - i
Reply is “0x0002". In this paper, the method usthg ARP e R e 7
protocol is that, the nodes that hear the requestsage from ARP Request 1
the sender will help to pass the message to théndgsn Who is 169.254.1.3? —p
when the sender and destination is out of theiroragdnge. Tell
The intermediate node will help the sender to fodithe data 00:00:00:00:00:0.
to the exact destination. The intermediate nodé¢ adl as a 2 ARP Reply
sender in order to forward the data to the destinat <4— 169.254.1.2is at
00:00:00:00:00:0
As mention_ed before, the ARP message i; only iy28 of WLAN-Ack 3
size. So, this causes less overhead transmissianSiace the 4
packet size is small, so it will increase the traission speed Ping Data —>
compared to tht_’-} AODV protocaol. Fo_r this method;dns_ists 5 WLAN-Ack
of two steps which are the handshaking proceduerevit is a
process to find the MAC address of the destinatipn ARP Request , 6
knowing the destination IP address and the datestméssion. ‘4\;?'0 I5169.254.1.371 2,
Besides, ARP Request and ARP Reply message, the ARP 00:00:00:00:00:0
protocol also has an ARP cache. The ARP cacheédd tes 2 ARP Reply
sto_re_mapped I_mk layer addre_ss and network lagelress. | 169 254.1.3 is at
This is used with the assumption that the MAC anel iP 00:00:00:00:00:0
address rarely change and therefore the transmissi®ARP WLANACK g
messages is considered unnecessary [4]. e —>
Ping Data Lb
The transmission of the ARP message is only donthéofirst 10
transmission since each of the nodes that incluitle ARP <+——| WLAN-Ack
cache will add all the other's node address inrthetries and ARP Request
: cati 11 ;
this allow the communication between the nodes fmeco Who is 169.254.1.1?
faster. This is also useful in preventing the neknfiooding ¢ Tell
which will caused the interferences of the ARP ragss. 00:00:00:00:00:0
Besides, this will also utilized less network reses. ARP Reply 12
However, the ARP cache has its own preconfiguneaut. 169.254.12isat ——»
This is to allow the ARP cache to remove the esttiat are 00:00:00:00:00:0
no longer used or have been changed. In this pdper, < 15 WLAN-Ack
timeout of the ARP cache is set to 100ms. 14
<4—{ Ping Data Reply
WLAN-Ack i,

16 ARP Request
<—] Whois169.254.1.1?
Tell
00:00:00:00:00:0

ARP Reply 17
169.254.1.1is at >
00:00:00:00:00:0.
18
<4— WLAN-Ack
19
<4—— Ping Data Reply

WLAN-Ack | 20

Fig -2: Multi hopping using ARP protocol
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4. RESULTSAND ANALYSIS

A simulation is done using the OMNET++ software fr
nodes of IEEE 802.11b. The parameters that arentake
consideration are the number of packet loss and the
throughput. The nodes are simulated in two differen
environments which are with and without obstacld® range
radio boundary for each node is arranged in ordenake a
multi hop transmission. Besides, the simulatioddee in two
different distances and two different sizes of gaalata in the
two environments. To make the result much morelbédi and
efficient, a comparison is made for the proposeotquol,
ARP protocol with the current existing protocol, B®&
protocol.

As mentioned before, the method of this ARP protased
the ARP cache to make the transmission much fa3tes.
setting time for the ARP cache is set to 100mss Thialso
same to the AODV protocol where the memory settorghe
cache is set to 100ms. There will be 50 transmissif data
for each of the distance, packet size and for higge of
environments. The round trip time (RTT) for each
transmission is measured and the average of theiRiaken.
The average of the RTT is given as in equation 1:

i=49

> Q)

T(ms) == —
n

Ti is the average of the round trip time for thensmission of
the successful packet send. The n is the numbethef
successful packet send. Besides RTT, the anab/sisd made
based on the throughput which is the average ratthe
successful message delivery over a communicati@mre.
The throughput is determined in bits per secondstha size
of the data packet is set to 56 bytes and 500G pge packet.
The throughput is calculated using the equation (2)

) _ICMP Packet (bits)

h (bps) T(msec)

Fig -3 and Fig -4 shows the two environments ofdineulated
results. Each of the environments consists of tmges. As
mentioned before, the simulation is done in twaofedént
distances which are 282m and 400m.
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Fig-3: Nodes in a place without obstacles
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Fig-4: Nodes in a place with obstacles
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Fig-5: RTT over distances for 56 bytes of data
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Fig -5 shows the results of RTT over distancegpfrket data
transmission of 56 bytes. The average of RTT fa& tivo
environments with different distances for both poamis is
shown. The RTT is calculated based on the averdgleo
successful transmission. The lower the RTT theoperénce
of the system is better. In the environment witholbistacles,
the time taken for the transmission and receptfdhe packet
data is smaller compared to the place with obstafde both
protocols. This is because, at a place with obssathere are
many disturbances and this caused the signal tttbeuated
and reflected. This is also called as non lineidé NLOS)
where the signal from the transmitter passes skvera
obstructions before arriving at the receiver. Thesmate the
signals arrive at a receiver at different timesnfrdifferent
paths and with different strength. However, frora graph, it
shows that the ARP protocol works well in both eoriments.
Instead, the RTT for ARP protocol in both distantesuch
better compared to the AODV protocol. This is doethe
packet size of the ARP message is much smaller amdpo
the AODV message packet. The smaller size of pattiest
faster the transmission and thus good performarsce e
achieved. Both of these protocol used the handsbalancept
where finding the destination address before tréttisign the
data packet. In order to find the route to the idatibn, the
ARP and the AODV used their own message packeteShe
ARP message packet is smaller compared to the AODV
message, the performance of the transmission foP AR
better. By using smaller packet size also will Eluthe
fragmentation packet where this will cause the smaigsion
delay and thus provide higher RTT.

900.00 £00.99
850.00
800.00
750.00
700.00
650.00
600.00
550.00
500.00
450.00
400.00
350.00
300.00
250.00
200.00
150.00
100.00
50.00
0.00

m ARP Without Obstacle

ARPWith Obstacle

B AQDV Without Obstacle
m AODV With Obstacle

Average Time for 50 Pings (ms)

Distance

Fig-6: RTT over distances for 5000 bytes of data

Fig -6 shows the results of RTT over distancegpfrket data
transmission of 5000 bytes. The average of RTTtHertwo
environments with different distances for both pomis is
shown. This results shows that the RTT for sendirgjgger
data packet data will increase the RTT. For botitqmols, it
shows that the RTT for both environments is muoghéir
when sending 5000 bytes of packet data comparéé to/tes

of packet data. This is due to the fragmentatiatess where
the packet data will be fragment into smaller sikxfore
sending to the destination. This will cause theagléh the
transmission thus increase the RTT of the transomss
Sometimes, there will also have losses of the feagrdata, so
the sender needs to resend the data until it rededvreply
message from the destination to acknowledge trati#ta is
successfully received at the destination. Howewbe
simulation results still shows that the RTT of AR®tocol is
much better compared to the AODV protocol for both
distances and both environments.

30

26
25

20

15 B ARP Without Obstacle

Packet Lost

m ARP With Obstacle
AODVWithout Obstacle

10
B ADDV With Obstacle

400M

Distance

Fig-7: Packet loss over distances for 56 bytes of data

Fig -7 shows the simulation results of packet logsr the
distances for packet data transmission of 56 byfdwe
number of packet loss for the two environments wifferent
distances for the two protocols is shown here. Tdmults
shows that by using the ARP protocol, there is ackpt loss
for the both environment at distance of 282m bet AODV
protocol shows that the is 1 packet loss at thifadice of
282m in an obstacles environment. At a distancé00im, the
ARP protocol only has 1 packet loss at an obstacles
environment and there is no loss at a place witlobgiacles.
However, the AODV protocol shows no loss at a plaith
no obstacles but at a place with obstacles, the YA@itocol
has 26 packet loss. From this result, it shows thatARP
protocol has more reliability in data transmisstmmpared to
AODYV protocol. The proposed ARP methods used tlssipg
concept where the intermediate node will receiveddata by
the sender first then only forward the data to destination.
This caused the losses of the packet data lowenp@ced to
the AODV protocol, the method is find the routesffithen
only transmit the data to the destination. Thednaission of
the data will follow the dedicated route when segdhe data.
Sometime, there is a break or link failure and ttassed the
transmission of the packet data to be unsuccessifidl
retransmission need to be done.
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Fig -8: Packet loss over distances for 5000 bytes of

Fig -8 shows the simulation results of packet loss diie
distances for packet data transmission of 5000 sbytdne
number ofpacket loss for the two environments with differ
distances for the two protocols is shown here. Fitoengraph
it shows that there is no packet loss for ARP moltdn both
environments at a distance of 282m. This is sam&QdV
protocol. Hbwever at a distance of 400m in an obsta
environment, there are 3 packet losses for ARPopobtand
29 packet losses for AODV protocol. The losses rateh
higher for 5000 bytes data transmiss@mmpared to 56 byte
at this distance. This proves thaith higher packet size «
data, the higher the packet loss. Higher distatse @ovides
higher packet loss. However, this result also shtves the
ARP protocol is much better compared to the AOD¥btpeol
since the ARP protocol could transmit more¢a with lower
losses.
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400000.00
B ARP Without Obstacle
28748863 277847 9
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AODV Without Obstacle

B ADDV With Obstacle
2000000.00

Fig-9: Throughput over distances for 56 bytes of
Fig-10: Throughput over distances for 5000 bytes of

Fig. 9 shows the simulation results of throughpuérothe
distances for packet data transmission of 56 bykesm the
graph, it shows that at both distances, the ARRopob is
much better compared to the AODV protocol for k
environments. This diffent is due to the RTT time for tl
transmission. As explain before, the ARP protoalehlower
RTT compared to the AODV protocol. The higher thETR
the lower the throughput. However, in the transmissthe
higher the throughput gives better perforre of the
transmission system. This is o0 same when using 5000 bytes
of packe data transmission. From F-10, we can see that the
throughput for 5000 bytes of data transmission ismlower
compared to 56 bytes of data transmission. Thiues to the
RTT for 5000 bytes of data transmission have mtuigihdr
RTT compared to 56 bytes of data transmission. Hew
both of the graph shows that the ARP protocol hanesh
higher throughput compared to the AODV protc

CONCLUSIONS

This paper introduces theew method of hopping using the
ARP routing protocol which operate in an ad hoomoek.
The route to the destination is determined by usirg ARP
protocol via OMNeT ++ simulation. In order to makee
results more accurate, a comparable is made byg the
existing protocol which is AODV protocol. The retsulof
these two protocols are done in term of the padkss,
throughput and the round trip time in two differ
environment and distances. From the results oldaihehows
that the ARP protocolvorks better compared to the AOL
protocol in term of the RTT, the packet loss ansoaihe
throughput. This also shows that the ARP prototss avorks
well not only in an open space area but also afaeepwith
obstacles. Moreover, based on the sinion, it shows that the
performance of these two protocols is also affgctiy the
environment and also the distances between theesand the¢
destination nodes. However, the ARP protocol doke/duettel
compared to the AODV protoc
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